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1
Introduction
In the LS [1], RAN2 says the following:

RAN2 understands that a protocol similar to the SYNC protocol (TS25.446) is needed for LTE MBMS. RAN2 considers that for dynamic scheduling, such protocol must provide octet count, SDU count, one RLC SDU per PDU and use synchronization periods. 

Question 1: RAN2 would like to know the details of the envisioned synchronization protocol in order to complete the design of the dynamic scheduling in the MSAP occasion. In particular, RAN2 would like to know if the SYNC protocol in TS25.446 will be used also for LTE and if any changes are expected. 
RAN2 also identified the case where eNB receives (a bit) too much data to schedule from the BM-SC in one synchronization period (statistical multiplexing). In this case the same packets must be dropped by all eNBs. RAN2 would like to ask RAN3 how this will be achieved. 

Question 2: RAN3 is kindly asked to clarify the method for dropping packets when eNB cannot schedule all the data to transmit in an synchronization period where multiple services are to be scheduled. (which PDUs)
While these questions are not completely independent, this contribution mainly focuses on the latter, under the assumption that the current TS 25.446 will also be applied to E-UTRAN, with at most some slight clarifications or modifications.

2
Brief look at the suitability of current TS 25.446
The following parameters have been introduced to current SYNC PDU TYPE 0 and TYPE 1in TS25.446.  

· Time Stanp (in TYPE 0 & 1)
· Packet Number (in TYPE 0 & 1)
· Elapsed Octet Counter (in TYPE 0 & 1) 

· Total Number of Packet (in TYPE 0)
· Total Number of Octet (in TYPE 0)

The current protocol satisfies all the requirements mentioned by RAN2 above. 
In addition, the end of a service burst is implicitly indicated by the Type-0 SYNC PDU containing Total SDU and octet counters, which may be repeated a number of times.
For the purpose of multiple bearers, i.e. MBMS service sessions, being dynamically multiplexed on a common, semi-statically reserved radio resource (MCH), it seems sufficient that SYNC runs independently on each of the bearers, provided that all the SYNC PDUs destined to be transmitted in the same synchronization period carry the same time stamp, and that the scheduling order of the services in each period is well-defined. The latter can be taken care of either by specifying some simple condition such as transmitting the services in increasing order of TMGI, or by the MCE explicitly signalling the order for the service sessions carried on an MCH.
It is proposed to agree that current SYNC PDU can be reutized for LTE MBMS without addition of new IE etc. 
Some potential clarifications or modifications to the SYNC protocol may include:

· Clarification that the “packet counters” do not count Type-0 SYNC PDUs;
· Because E-UTRAN does not apply header compression for MBMS, the octet counters should always account for the Payload Fields including uncompressed IP headers in TYPE 1 PDUs;

3
Packet dropping when radio resources are exceeded
In this section we consider different alternatives, some of which have been mention e.g. in previous RAN2 discussions, assuming that the used SYNC protocol at least closely resembles the current 25.446.
3.1
Alternative 1: dropping taken care of by the BM-SC
The minuted discussion in RAN2#66bis included a suggestion that the BM-SC would make sure that the reserved radio resources are never exceeded.

We see the following reasoning why this is not feasible:

· The BM-SC is not aware of RAN aspects of the service transmission, such as, in which (possibly several) parts of the network a service is delivered, or what kind of multiplexes sharing the radio resource reservation a service is transmitted as part of.

· It follows that the BM-SC cannot perform rate control / packet dropping as applied to any specific multiplex of services, but rather only in a service-specific manner.
· It then follows that if the BM-SC truncates each service rate, per service, according to some parameters such as GBR or MBR, while there must be certainty that a common, semi-static radio resource reservation for a multiplex of services can never be exceeded (i.e. dropping in the eNB is no longer needed), then the radio resource reservation must be made equal to the sum of GBRs or MBRs, respectively, independently of the number of multiplexed services.
· The previous rules out any statistical-multiplexing gain from a common radio resource reservation for a number of service sessions, typically with varying and independent data rates.
3.2
Alternative 2: eNB truncates the multiplex from the end
This option was also mentioned in RAN2#66bis. More specifically, it means that in case of overflow for a given synchronization period, the eNB drops the last SDU of the service scheduled last, until the offered data fits in the radio resources of the synchronization period. In other words, the eNB applies the preset scheduling order for as long as the radio resources last.
This option has the advantage of being very simple. It has the disadvantage that the service scheduled last will always suffer from the packet dropping, independently of how this affects satisfying its QoS parameters such as GBR. We therefore think that this approach lacks fairness.

3.3
Alternative 3: more QoS-aware dropping by the eNB 
We suggest that a principle like the following could be applied in the packet dropping when needed.
While the offered data from multiplexed services for a synchronization period exceeds the radio resource reservation:

· Drop the last offered packet from the service chosen using a pre-defined criterion such as the following:

· Maximizes the ratio of offered data to GBR x scheduling_period or MBR x scheduling_period;

· Minimizes the Priority, or maximizes the Packet loss rate (both being defined in the QoS parameters for each bearer);

· Minimizes (when interpreted as a binary integer) the TMGI (as tie-breaker).

The following represents a more specific example that we find reasonable:
· While a packet needs to be dropped and there exist service(s) with offered data exceeding GBR x scheduling_period, among those services:

· Drop the last packet of the service that maximizes the ratio of offered data (left after possible previous droppings in this period) to GBR x scheduling_period (with maximizing Packet loss rate, minimizing Priority and minimizing TMGI used as tie-breakers, in that order);
· While a packet needs to be dropped and there exist non-GBR services:

· Drop the last packet of the service that maximizes the Packet loss rate (with minimizing Priority and minimizing TMGI used as tie-breakers, in that order);

· While a packet needs to be dropped, keep applying the first step to all GBR bearers.

4
Handling a special case
In the context of the present SYNC protocol, a special case appears when the eNB does not know the total amount of offered data for a service in a synchronization period: this occurs when the eNB does not receive any of the Type-0 SYNC PDUs marking the end of the SYNC period.

In the case of Alternative 2, the eNB may transmit up to the point where either these lost Type-0 SYNC PDUs, or two consecutive lost non-Type-0 SYNC PDUs (in accordance to the latest RAN2 decision), appear in the scheduling order of the services, because as long as packets to be scheduled sequentially fit within the resources in a synchronization period, they would not have been dropped.

In the case of Alternative 3, if the Type-0 PDUs are lost for any service other than the one scheduled first, the eNB must mute for the whole synchronization period, because in this case it has no knowledge of whether packets should be dropped and if so, from which services (it is assumed that the packets for the following period cannot be assumed to be at hand in time). When the Type-0 PDUs are lost only for the service scheduled first, the eNB may still transmit all the PDUs of that service received consecutively from the beginning, as long as it can deduce that the transmitted data, together with the totals of the other services, would not have exceed the radio resources.
Considering how rare this case can be made by repeating the Type-0 SYNC PDUs enough many times, and weighing that against the disadvantage of Alternative 2, we still prefer Alternative 3.
5
Conclusion
In this contribution, we addressed the question from RAN2 of how to ensure uniform packet dropping in the eNBs when the offered data for a service multiplex exceeds the reserved radio resoures.

It is proposed RAN3 to agree

· current SYNC protocol can be reused for LTE without any addition of the new IE

· select a QoS-aware approach described in section 3.3 and inform RAN2 of the decision.
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