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1.
Introduction

A numerical study was performed in order to determine the potential energy saving that can be achieved by switching off BSs (sites) during off peak hours. Starting point was a UMTS/HSDPA network with a hexagonal layout of 48 sectorised sites, as depicted in Figure 1.
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Figure 1 Hexagonal network layout with 48, 12, and 3 sites
Besides the (complete) 48 ( 3 layout, also a number of alternative k ( 3  network layouts were considered, with k ( {36,24,12,9,6,3}, where a specific subset of the original set of sites is switched off, while still preserving as much a regular layout of active sites as possible. The cases for k = 12 and k = 3 are also shown in Figure 1.
2.
Evaluation of the energy saving potential
The study considers downlink data traffic only, handled via HSDPA technology. The table below lists the key model parameters. The inter-site distance has been chosen such that UL/DL coverage requirements are met even for the case of 3 active sites with a downtilt optimised for the case 48 active sites (capacity-oriented network plan).

	SYSTEM MODEL
	PROPAGATION MODEL

	# of sites
	3, 6, 9, 12, 24, 36 or 48
	Path loss
	123.22 + 35.22 log10 dkm

	Inter-site distance
	800 m (based on 48 sites)
	Antenna diagram
	Kathrein 741989

	Downtilt
	Optimised for UL voice coverage
	Main lobe gain (incl. slant/feeder loss)
	11.5 dBi

	Bandwidth
	5 MHz
	Indoor loss
	8 dB

	Pmax
	20 W
	(shadowing
	6 dB

	PCPICH​
	3 W
	Inter-site shadowing correlation
	0.5

	TRAFFIC HANDLING
	Noise level
(incl. noise figure)
	-99 dBm

	Link adaptation
	R=min{21.6, BW(log2(1+SINR)
	Orthogonality factor
	0.10

	Packet scheduling
	Round robin
	
	


A typical traffic load variation over a 24 hour period is assumed, as depicted in Figure 2.
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Figure 2 Daily traffic load variation
Determining the maximum supportable load for a given quality target

For each of the network configurations, i.e. k ( {48, 36, 24, 12, 9, 6, 3}, we have determined the downlink data throughput performance (average and 10th cell edge percentile) versus the network-wide average number of active data flows. This exercise is done for both the case that the downtilts as optimised for k = 48 are always applied (i.e. no downtilt adjustments when switching off sites), and for the case that the downtilt is optimised specifically for the considered k. A subset of the results is presented in Figure 3.
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Figure 3 Average user and 10th percentile cell edge throughput for 3, 12, and 48 active sites

Assuming a target level of 250 kb/s for the 10th throughput percentile at the cell edge or, alternatively, a 1 Mb/s target level for the average user throughput, for each setting of k the maximum supported traffic load is determined. These results are presented in Figure 4.
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Figure 4 Supportable load: average user throughput target (left) and 10th percentile cell edge throughput target (right)
The final step is to use these results to determine the minimum required network layout to provide the set performance targets for each hour of a 24 hour day. Assuming an adequately planned network, we set the peak hour traffic load equal to the supportable traffic load in a scenario with 48 active sites. For the case of a 250 kb/s target on the 10th cell edge throughput percentile, this gives a peak hour traffic load of about 733 active data flows (throughout the network), while for the case of a 1 Mb/s average user throughput target, this gives a peak hour traffic load of about 913 active data flows. Considering the daily traffic load fluctuations in Figure 2, this immediately translates to a setting of the traffic load in each hour of the day/night as presented in Figure 5. 
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Figure 5 Required number of sites for different hours of the day

These results indicate that on average 27.875 (28.875) sites need to be active in case the target on the average user throughput (10th cell edge throughput percentile) is to be maintained most efficiently. Compared with the case that 48 sites are continuously active, this indicates a potential energy saving of 41.93% or 39.84%, respectively.

3.
Summary
The analysis presented in this document evaluates the energy saving potential via switching off sites when the traffic level is low. The analysis considers a 5MHz HSDPA system with 800 m inter-site distance and typical variation of the daily traffic. It is shown that the site switch off can result in up to 41.93% energy saving potential.
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