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1 Introduction

Mobility Robustness Optimization (MRO) has been identified as one of the key use cases for self-optimizing-networks [2]. One of the required functionality is the optimization of cell reselection (CRS) parameters. In particular it should be avoided that UEs are handed over directly after a connection setup in load balancing scenarios. In this document we will analyze the underlying problem, and we will give some performance approximations.
2 Problem description
Load balancing can be applied to both active and idle users. The HO behavior of active users is influenced via HO parameters (in particular cell-specific offsets), whereas the cell reselection behavior of idle users is influenced via CRS parameters.
Concerning HO parameters, we have to distinguish parameters which configure the UE measurement reporting [1], and parameters which influence HO decisions at the eNB, e.g. [4]. The former are signaled to the UE via RRC connection reconfiguration method, the latter are probably not transmitted to the UEs at all (however negotiated between eNBs). In any case, HO parameters can be updated quite frequently.
In contrast, cell reselection parameters are part of system information (SI) which might be substantially slower since UEs have to be paged for SI updates.
Before finding solutions for this MRO requirement, we need to carefully understand how severe the problems are. In particular, we need
· to understand the different time scales for HO and CRS parameter updates

· to estimate the problem induced by a mismatch between HO and CRS parameters.

This will be analyzed in the next sections.
3 System Information
CRS parameters is transmitted as SystemInformationBlockType 3 (SIB) over the downlink shared channel. Scheduling information for SIB3 is included in SystemInformationBlockType 1 which is also transmitted on the DL-SCH using a fixed schedule with a periodicity of 80ms. Changing system information is subject to the modification period which is defined as a multiple of the paging cycle (minimum 2). The smallest possible paging cycle is 320ms, and the largest is 2560ms.
So a preliminary conclusion is that the CRS parameter could theoretically be updated faster than every second. However, in reality such a configuration might be quite expensive so that settings in the field will be more economic. Nevertheless, updates in the range of 10 seconds should be possible.
Hence initially, there is a large gap between SI updates and HO updates. However, SON functions changing HO parameters, such as load balancing procedures, will typically operate on a slower time scale anyway in order to avoid collisions with the control loops of RRM. Investigations have shown that those problems occur for HO parameter update cycles below 1sec (which seems logical if we assume RRM cycles for AMC, scheduling, etc. in the range of 100ms).
Note that traffic variations which should be tracked by load balancing are expected to be much slower than that.

Another restriction is the systemInfoValueTag (SIVT) which can only be updated 32 times in 3 hours (if the vendor wants to make sure that the UEs will not miss any relevant info). UEs which are out of coverage for less than 3 hours will read system information only if the SIVT has changed. If an eNB would change the SIVT with every CRS update, then indeed only 32 updates in 3 hours would be allowed. However, it is not mandatory when the SIVT is to be updated. So a simple remedy is that the eNB does not update the SIVT when updating the CRS via system information. The only risk is that a UE which recovers from being out of coverage may not be aware of CRS updates so that it would not connect to the desired cell (only until the next CRS update is sent). This seems to be acceptable.

This restriction could even be removed by adding the SIB3 (containing the CRS parameters) to the list of SIBs which has to be read irrespective of the SIVT.
Finally we conclude that indeed CRS updates indeed can be signaled much slower than HO updates, however it should be almost fast enough compared with traffic changes. So load balancing does not need to operate much faster than CRS updates.
4 Analyzes of occurring mismatch
In the previous section we have seen that load balancing does not necessarily need to be much faster than CRS updates. Nevertheless, in this section we will investigate the effect introduced by a “left-over” mismatch between CRS and HO parameters by help of simulations. We are using the standard assumptions for system level simulation (case 1 in [3], 57 cells with inter site distance of 500m).
Simplified simulations
First of all let us do some simplified analyzes by help of static network planning tool. HO hysteresis has been neglected in these simplified investigations. The considered load balancing procedures follow the proposals in [4] and [5].
The following figure shows an excerpt of the network (consisting of 57 cells in total). The served areas of 7 cells are highlighted with individual colors. (The other cell areas are left white for the sake of illustration.

We assume that the middle blue cell #1 is overloaded and therefore reduces its HO offsets to all neighbors by 4dB (to decrease its coverage area), whereas cell reselection offsets are left with a default of 0dB. The black area indicates the critical “mismatch” locations where idle UEs would establish a connection to the blue cell (due to CRS parameters) and would directly be handed over to a neighbor (due to HO parameters) after a transition to active mode. 
The size of the critical black area is 3.3% relative to the served area of all involved cells (the non-white area). Assuming uniform user density, the consequence would be only 3.3% of all users doing a HO right after connection setup.
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In the following figure we have repeated exactly the same evaluation for different parameter settings. The resulting (relative) size of the mismatch area (following the above definition) is plotted versus the CRS and HO offsets. If both parameters are aligned the mismatch area is 0%. The mismatch area grows with the difference between the parameters. The first case in the figure is given by CRS = 6dB and HO=-8dB and indicates ~17%. The above case can be read at CRS = 0dB and HO = 4dB.
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System Level Simulation with full mobility and RRM
Whereas the upper results are produced by simplified static network planning tool, we will also present results of an accurate full dynamic system level simulation including exact RRM and HO functionality. We are comparing a simulation with (LB on) and without (LB off) load balancing assuming 512kbps service for all users in the network. More than 900 calls (between 1MB and 2MB each) have been generated during the simulation where we have assumed hot spot situations similar to [6]. As expected load balancing has reduced the number of unsatisfied users, here from 10.4% to 3.3%. Since we get load balancing HOs in addition, the number of total HOs has increased whereas the number of ping-pongs has not changed (proper configuration of load balancing).
In this simulation we have perfect alignment between CRS and HO offsets so that the unwanted HOs do not occur. However, as an indication for the additional HOs due to CRS and HO offset mismatch, we indicate the number of idle users which do not connect to the best cell when getting active. This number is given in the last row; it clearly indicates the number on unwanted HOs we would have gotten if we had left the cell reselection with a default which would always connect to the best cell (allowing for a severe mismatch). 8 out of 915 generated calls obviously is even lower than the approximation above. Main reasons are the hysteresis effect and the non-uniform user density.
	 
	LB off
	LB on

	Pct of unhappy users (BR < 98% of GBR)
	10,4%
	3,3%

	No of started calls
	908
	915

	Total no of HOs
	291
	358

	LB HOs
	0
	83

	Ping-pongs
	46
	47

	No of UEs getting active in other than strongest cell
	0
	8


Note, that above considerations show the percentage of affected users by a permanent CRS/HO parameter mismatch. In an operational system, one could surely on a suitable slow timescale (not causing any problem in CRS parameter update) align both parameters, i.e. the above percentages would be further reduced by the relative fraction of time the mismatch is existing.

It has also to be remembered that the actual impact of the misalignment depends on the actual deployment of the network and therefore will be different in a rural area than in a city. However, it also shows that there are conditions in which the impact is small.

5 Summary and Proposal

We have seen that mismatch between CRS and HO offsets affects only a small number of users, if it is not too large. So we can afford a small mismatch and therefore the procedure to modify reselection setting can be separate from the one for HO setting.
An update of the CRS parameters can be realized at a time scale which is already in the range of load changes, so that updates of HO parameters do not need to be significantly faster. Therefore, occurring mismatched will be small provided proper configuration.
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