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1 Introduction
For mobility load balancing we make the eNB aware of the network load in order to steer the UEs in the best possible way, in order to maximize the use of network resources, and maximize the user experience on network level. 
For non-GBR traffic we expect that PRB utilization is a not a sufficient indication of load. Typically TCP applications can be elastic in need of bandwidth and a single high-end user could use all capacity in a cell.
This document discusses additional load indicator for non-GBR traffic.
2 Discussion
Several candidates on the table [1][2][3][4] for non-GBR load evaluation can be categorized as:

· Unsatisfactory QoS per QCI

· Remaining capacity for load balancing

This document discusses them in more details as follows. 

2.1 Unsatisfactory QoS 
For unsatisfactory QoS measurement, we assume that also for non-GBR traffic there could be an Admission Control function. Such function would admit users or sessions as long as admitting a user or session will not cause too high likelihood that minimum performance cannot be met, i.e. minimum QoS for users in the cell.

To monitor the efficiency of such admission control function, or to just monitor the performance w.r.t. minimum QoS, we could attempt to measure the fraction of users that experience unsatisfactory QoS due to high load or similar.
In general, QoS measurement for non-GBR traffic could be sub-divided into: 

- Delay

- Data Loss

- Starvation. 
To allow for measurement, there should be a time granularity: e.g. a second (user-second). If during this time-period it has been detected that a minimum QoS requirement has not been met then this user-second is counted as a unsatsifactory-QoS user-second. 
2.1.1 Delay
We assume that a scheduler implementation would not apply strict delay bound for non-GBR traffic, and that it is reasonable to assume there is a queue buildup at high load that is reflected as increased delay. Thus delay should be part of QoS measurement for high load. 
A delay bound shall be defined (maybe same as Packet delay budget as defined for QCI characteristics), and a count of total number of user-seconds shall be measured (user-timeperiods) where ”delay bound exceeded”-condition applies. 
In DL, delay measurement could be based on HARQ feedback and is traight-forward. In UL however, it is difficult to estimate delay unless done in the UE. The current spec does not support this. An eNB estimate based on UE buffer status reporting etc. would be in exact and eNB implementation dependent.
2.1.2 Data Loss
We assume that data loss is not a normal event. Data shall normally be buffered in intermediate nodes and window operation of end user level TCP is assumed to limit the buffering needed. Thus we assume that in normal operation, data loss is more related to radio coverage than to load. There could of course be some AQM related data loss at high load but the amounts of data dropped for AQM would be very small.

Thus we assume that Data Loss do not need to be taken into account when measuring QoS impact of high load. 

2.1.3 Starvation

We assume that when load is increasing, then the bitrate for low priority bearers decreases. We further assume that the wanted behaviour is that a minimum bitrate shall be achievable also for low priority bearers during high load. 
A starvation condition could be defined, and a count of total number of user-seconds could be measured (user-timeperiods) where starvation condition applies. For example, starvation occurs for a Radio bearer when the following conditions apply: a) the radio bearer is active, i.e. there is data in the buffers b) the data-rate during the active time is < min bitrate 
Fo DL it could be quite straight-forward to implement a starvation condition according to above. For UL, we note that starvation avoidance in the multiplexing scheme has been sepcified in TS36.321, the UE could detect the above condition for the UL, however the UE do not currently tell the network when it has detected the starvation.To some extent, in support of scheduling, the eNB need to maintain a view of UL buffered data, its time in the buffer etc. Thus the eNB could detect starvation in the UL although the eNB view of the UL situation is not very exact, and would be largely implementation dependent.

2.1.4 Conclusions on Unsatisfactory QoS measurement
As discussed above,  it could be possible to have an Unsatisfactory QoS measurement where we measure ”bad –QoS user seconds” or similar if we  include delay condition and starvation condition in unsatisfactory QoS measurement and a simplification to even only include one of these aspects could be possible.
However, we also see that in all cases, UL measurement definition is challanging and may either add requirements to the UE or be inexact and dependent on eNB implementation.
Moreover, QoS assessment may not be sufficient to the neighbour eNB (the recipient of the load info) as well.  For load balancing, the neighbour eNB really wants to know if the possible target eNB can accept more traffic, and how much more.  As we can see, unsatisfactory Qos measurement to large extend only address only the former.  For example, the target may report no starvation but this does not mean that adding additional radio bearer (by load balancing) will not force all bearers into starvation, we need more infomration on how close the radio bearers are close to starvation.

2.2 Remaining capacity available for load balancing 

As describe above, neighbour eNB really want to know if possible target eNB can accept more traffic and how much more. Non-GBR PRB usage is considered insufficient based on a fact that PRB resources for non-GBR bearer indicated to the neighbour eNB may be compressable and does not relfect actual necessary resource. Concept of remaining PRB available for load balancing was brought up and in principle it solves this issue well.
However in TS36.314, there is no measurement could directly be used for remaing PRB. Thus directly specifying available PRB for load balancing is a complicated standardization work. In this document we provide an indirect approach to achieve the same goal. 
2.2.1 PRB usage

We note that PRB utilization is still applicable, in the sense that if PRB utilization is low, then the cell load is low, also for non-GBR traffic. Furthermore we see that in a badly planned network, or when certain cells have areas with particularly bad radio conditions, there could be a significant amount of UEs that do not reach minimum QoS requirements and that contribute to Queuing although the cell could still accept more traffic. Thus, our assumption on  non-GBR load evaluation is that PRB usage per non-GBR is still applicable in some cases.
Proposal 1: PRB usage per non-GBR is still applicable.
2.2.2 Average Cell Bitrate Per QCI Per Active UE

What we need to do is to transfer additional measurements to allow recipient to have a feelings on possibility to accept more traffic and how much more. To specify the additional measurements, we assume that the existing measurement quantities that have already been defined in 3GPP shall be reused as far as possible.
Proposal 2:  For non-GBR load indicating, the existing measurement quantities that have already been defined in 3GPP shall be reused as far as possible. 
We see that a measurement quantity number of active UE per QCI has already been defined in TS36.314. For dynamically scheduled non-GBR traffic, LTE can be regarded a packet switched system, i.e. basically a queing system, and for queuing systems, a simple measure of load is to just measure the size of the queue. So, the number of active UE per QCI itself could be served as an good inidication of Queue size 

PROPOSAL 3: The already defined number of active users per QCI measurement shall be used to indicate non-GBR load.

We also note that in TS32.425, a PM (performance measurement) of averaged DL/UL cell PDCP SDU bit-rate has already been specified as follows:  
DL AverageCellBitRatePerQCI.  It is obtained by accumulating the number of bits entering the eNodeB, and then dividing the sum by the measurement period. The measurement is performed at the PDCP SDU level.  PDCP SDUs that are forwarded over the X2/S1 to another eNodeB during handover shall be deducted from the bit count – if this results in a negative bit count the bit count shall be set to zero.  Separate counters are maintained for each QCI.  The sum of all supported per QCI measurements shall equal the total DL cell PDCP SDU bit-rate.  In case only a subset of per QCI measurements is supported, a sum subcounter will be provided first.
UL AverageCellBitRatePerQCI. This measurement is obtained by accumulating the number of bits leaving the eNodeB on the X2 or S1 interface, and then dividing the sum by the measurement period.  The measurement is performed at the PDCP SDU level.  PDCP SDUs that were not received over the air interface in the cell (but were forwarded from another eNodeB during handover) are excluded from the count.  Separate counters are maintained for each QCI.  The sum of all supported per QCI measurements shall equal the total UL cell PDCP SDU bit-rate.  In case only a subset of per QCI measurements is supported, a sum subcounter will be provided first.
This measurement, AverageCellBitratePerQCI is useful to be signal to neighbouring eNB. Combining it with number of active users per QCI, an averaged cell bit rate per QCI per active UE is able to be calculated at the recipient.
PROPOSAL 4: The already defined AverageCellBitRatePerQCI  shall be used to indicate non-GBR load.

We assume that for an active UE per each QCI,  a minimal bit rate shall be set to maintains user experience. We further assume that this minimum bit rate could be configurable by operator and usually it should be of the same value for neighbouring eNB (if different, it should be able to know by neighboring eNB). by observing how distant the averaged bit rate to minimum bit rate, recipent should knows whether or not the target is able to accept more traffic and how much more. 
We further elaborate it with an example. eNB2 reports to eNB1 that for QCI 9
-4 UEs are active 
-average bit rate per QCI9 is 600kb/s.

Suppose eNB1 would like to hand over 2 QCI 9 radio bearer to eNB2, he estimates that eNB1 does this the QCI9 aggregate data rate will be about 600kb/s (still), and the per active UE rate will fall to 100kb/s. 
Given that eNB1 consider the minimum active bit rate to be 64kb/s for QCI 9 then this should be acceptable and eNB1 proceeds to load balance. 

Note that we do not have to always use minimum bit rate. For example, when handing over a UE that is active on QCI X, we could just compare between src and target, the bitrates per UE for all QCIs with scheduling priority equal or higher than X, in order to find which cell is more highly loaded. 
3 Conclusions
We note that low PRB usage as an indication of low load is still appliable to non-GBR services. 
We also note that for additional non-GBR load indication, existing measurement quantities that have already been defined in 3GPP could be reused. 
Based on these facts, we propose that
· number of active users per QCI measurement shall be used to indicate non-GBR load.

· AverageCellBitRatePerQCI shall be used to indicate non-GBR load.
Huawei is willing to provide any CR resulted from RAN3’s decision on above proposal. 
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