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1
Introduction
The current SON PCI and RRM features can only work within a pool area but don’t work for eNBs located at the border of pool areas. Even if it could be argued that the number of pool areas can be made reasonably small in a network, this is still an operator choice and also one can notice that the fewer pool areas in a network, the higher the number of eNBs involved at the border of that pool area. So limiting the number of pool areas doesn’t solve the problem.

It is therefore proposed to solve this limitation as explained in section 2.

2
Partial or full distributed scheme
In release 8 an eNB B reports two types of information to an eNB A in the X2 SETUP RESPONSE/eNB Configuration Update messages:

· the Served Cell Information IE reports about the PCI and the frequencies used by the neighbour cells and also the bandwidth used by those cells. In addition for TDD it provides essential information on uplink-downlink subframe synchronization,

· the Neighbour Information IE reports about the frequencies and PCI used by neighbours of the neighbours.

Overall, the information about PCIs provided by these two IEs is useful to operate the distributed PCI assignment feature. The other information is useful for RRM feature.
There is no limitation in the current requirements for the PCI assignment and RRM features that would tell that these features should not apply as well for eNBs located at borders of pool areas. 
Moreover, if they don’t, this would force the operator to implement other solutions in substitution in those particular locations e.g. probably to supervise or control from O&M these features.
However it is believed that if an operator decides to rely on a full distributed assignment scheme for example then it doesn’t want to need to operate and control manually islands of the network where it would not be operational.
Everything should therefore be in place to allow a fully-fledged distributed PCI assignment solution where the automatic allocation of PCIs is run throughout the whole network without exception.
In order to achieve this full distributed scheme, it is necessary to cover the pool area border case and send the same neighbouring information in that case as well. Because this information cannot be sent over the X2 interface for this case it is proposed to use the S1 RNL instead and particularly the S1AP SON Configuration Transfer message that was introduced last meeting for this purpose.
NOTE: It must be noted that the pool area border case is just one example that is taken to illustrate the missing part in the current solution. But the necessity to exchange the neighbouring information by other means than X2 interface can also apply wherever in the network, even within a pool area, in fact wherever adjacent or neighbour eNBs don’t want/cannot set up an X2 interface between them.

The operational process could be: whenever an eNB cannot setup an X2 with a detected neighbour (e.g. see contribution on X2 failure scenarios or e.g. by O&M configuration of the “no X2 Flag”), that eNB could request that neighbour via the S1AP SON Configuration Transfer message to transfer its PCI and RRM input data as described above, and conversely. This S1 transfer should only be used when it not possible over X2.
4
Conclusion and Proposal
This paper has shown that the data necessary for SON PCI or RRM features cannot be exchanged between two neighbouring eNBs whenever they cannot establish an X2 interface between then, wherever be it in the network and whatever the reason for that (pool area border, O&M configuration, etc…)

It is therefore proposed to complete those features by allowing the exchange of the same data over S1 interface reusing the SON Configuration Transfer message.

The CR is presented in Tdoc R3-090733.
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