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1 Introduction 

Inter-eNB load balancing has been extensively discussed during number of RAN3 WG meetings. Number of agreements were reached at RAN3#62, see ‎[1]. However, the basic load balancing principle has still not been agreed. We hereby describe the principles of peer to peer interface and load balancing actions that have direct impact on the needs of load balancing information signalled over X2. Further, by following those principles we propose simple information exchange over X2 interface that would maximise the success of load balancing actions and would assure good multi-vendor interworking.
2 Problem description and proposed solution
Peer-to-peer relationships are typically defined between network nodes that have similar role in the network

The simple principles of peer-to-peer relationship between network nodes are

a) peers have similar role in the network;

b) a peer does not control any resources of its peer;

c) a peer can only request, i.e. not demand, resources from its peer;
d) peers behave like “good citizens” to maximise the performance of the network and not individual nodes.

Lets analyse those principles stated above. The key word in bullet (a) is “similar”, i.e. the nodes do not necessarily have identical role. An example of this role similarity is a pair of eNB-s in E-UTRAN where eNB X is controlling a macro cell providing wide area coverage and eNB Y is controlling a cell covering a hot spot, e.g. town square, at the coverage area of a cell controlled by eNB X. Both eNB-s have the role of serving Ue-s in their respective coverage areas but the eNB X is additionally optimised to serve fast moving Ue-s while the eNB Y is optimised to improve QoS for semi-static Ue-s. Hence it is obvious that the eNBs- X and Y have differences functionality/configuration and/or characteristics.

Considering that each node has multiple peers in the network while not all similar nodes need to interact with each other, e.g. due to lack of coverage relation, it is of utmost importance that each node controls its own resources. 
It is true that peers can inform each other about their respective resource usage, but it does not mean that one node can interpret the resource availability in its peer correctly. If the similarity aspect and the resource ownership aspect are combined, it should be obvious that the resource availability can only be interpreted correctly by the node owning the resources. Hence, a peer node interested in allocating resource users (Ue-s) to its peer can only request permission for such allocation from its peer.
As the load balancing action in case of E-UTRAN is handover, the “good citizen” behaviour of the peer in case of load balancing can be expressed as:

a) correctly described cause for handovers (applicable for the eNB intending to reduce its own load), i.e. load balancing in this case; and

b) correctly described willingness (based on measurement results) to accept load balancing related handovers.
It should be noted that main reasons for signalling the willingness to accept load balancing related handovers are to 

a) identify optimum load balancing target (in case there is more than one potential target); and 

b) improve the timing characteristics for load balancing actions;
c) assure multi-vendor interoperability.

3 Conclusion and proposal
Based on the discussion in chapter ‎2, we hereby propose that resource owner signals only interpreted measurement results over X2 interface to its peer for load balancing. The principle is implemented in CR ‎[2]
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