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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This present document is for the 3GPP Release 8 Work Item “Enhancements for Enhancements for FDD HSPA Evolution”(see [1]). 
The purposes of this TR are 
· to capture the discussion on solutions for RRM optimization and improvement for support of MBMS in a deployment scenario where RNC functionality is merged with the NodeB.and to provide the guidance for the actual solution 
· to aid TSG RAN WG3 to standardise the signalling on UTRAN interfaces for the solutions above.
This document is intended to gather all information in order to compare the solutions and to draw a conclusion on the way forward.

This document is a ‘living’ document, i.e. it is permanently updated and presented to TSG-RAN meetings.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TD RP-070760: "Proposed WI on Enhancements for FDD HSPA Evolution".
[2]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in [2] apply.

For the purposes of the present document, the following terms and definitions apply.

NodeB+: <Editor’s note: definition to be added>
Inter NodeB+ Neighbour Cell:  A neighbour cell that is external to a NodeB+ (current NodeB+), i.e. the cell is controlled by another neighbour NodeB+ (NodeB+ external). The current NodeB+ has selected the cell as allowed for selection and/ or soft combining and indicated this on the MCCH in the MBMS NEIGHBOURING CELL P-T-M RB INFORMATION message.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>
3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

HSPA
High Speed Packet Access
4
Background and Introduction

The Release 7 Study Item “Scope of future FDD HSPA Evolution” mainly focussed on a deployment scenario, which is compliant with the current Rel-7 architecture, and resulted in introducing protocol support for this scenario where RNC functionality is merged with the NodeB. Some functions for this scenario were agreed to be introduced for Release 7 during the study item phase. 

At the 3GPP TSG RAN #37 meeting, the Work Item Description on “Enhancements for FDD HSPA Evolution” was approved [1].

The objectives of this working item are to improve the support of a deployment scenario where RNC functionality is merged with the NodeB and to carry out work in the following areas:
· solutions for further RRM optimizations, preceded by gain- and complexity analysis for those topics, for which this was not already performed during the SI “Scope of future FDD HSPA Evolution”
· solutions for improved support of MBMS

Note:
RAN3 is tasked to further work on detailing the areas where support of RRM and the support of MBMS may be improved in the course of this WI by studying potential solutions and to recommend an updated version of this WI sheet to RAN#38.

5
Requirements

Editor's note: This subsection should contain general requirements

6
Study Areas

6.1
RRM Optimization

6.1.1
UE History Information

UE History Information may be introduced in evolved HSPA in order to optimize RRM and improve stability in active mode mobility procedures in UTRAN flat architecture.
UE History Information would include the list of last visited cells and related per cell parameters like time spent per cell and RRM parameters (e.g. throughput).

UE History Information would be exchanged in SRNS Relocation procedure.

Involved SRNS Relocation procedures would be both Enhanced and Rel7 type of SRNS Relocation.

Figure 6.1.1-1 describes the reference architecture.
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Figure 6.1.1-1: evolved HSPA reference architecture

6.1.2
Mobility optimisation

The introduction of UE History Information may ensure stability in active mode mobility procedures allowing detection and avoidance of ping pong mobility events by means of analysis of the list of last visited cells.

The analysis of the list of last visited cells and related time spent per cell may allow the detection of high mobility users. This information may be used to trigger Relocation towards the hierarchical UTRAN architecture or a macro NB+ in order to ensure stability and reduce the signalling load towards the core network. This type of Relocation may be applied both in standalone and carrier sharing scenarios. Possible limitations to this type of Relocation procedure and criteria for relocation back to the flat architecture depend on Operator’s network and service configuration.

6.1.3
RRM optimisation

UE History information may be properly used in inter-NB+ mobility procedure to provide the target NB+ with information useful to support RRM after handover.

Example of possible parameters suiting the evolved HSPA framework may be an Inactivity timer (for effective Transport Channel type switching for fast moving UEs) and throughput (in order to better support scheduling after HO).

An extensive list of possible parameters for RRM optimisation is FFS.

6.2
MBMS Improvement

6.2.1
Current Architecture Overview
Current MBMS solution is illustrated in the following figure:
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Figure 6.2.1-1. MBMS in current flat architecture

Following is a list of issues that are relevant in the scope of flat architecture:

-
SGSN will have Iu connection for each NodeB+
-
Iu connection is based on point-to-point connections, thus SGSN does MBMS data copying 

-
Maximum size of Soft Combining (SC) area is one NodeB+
6.2.2
Areas for Improvement

6.2.2.1
Improvements to enable bigger soft combining areas

Since it is not possible to synchronise the RNCs over Iur in current spec, current maximum soft combining area size in HSPA+ architecture is one NodeB+. By having bigger areas, this affects to radio performance, and service continuity in inter-NodeB+ mobility cases.
It should also be considered that soft combining area can be bigger than one allowed in legacy architecture. 
6.2.2.2
Improved transport and processing efficiency

In the flat architecture, the number of Iu connection which PS CN has with the Node B+ is increased. 

Currently MBMS user data is transmitted from PS CN to every NodeB+ separately, i.e. PS CN needs to generate DL GTP PDU(MBMS data copying) for each Node B+ and the PDU is sent over each Iu user plane between SGSN and Node B+. 

The “improved transport and processing efficienecy ” should be considered for area of the improvement.

6.2.3
Proposal

6.2.3.1
MBMS with Improved GGSN

6.2.3.1.1
General

In this solution, GGSN adds the timing stamp information into GTP-PDU carries MBMS data and the Node B+ sends the MBMS data at indicated timing. 

This solution uses same architecture with current flat architecture for uni-cast PS service, i.e. it does not need to introduce any additional node to enable the softcombining bigger. 

This solution enables to make the soft combing inter-SGSN.

In addition this solution reduces the processing load in SGSN and improves the transport efficiency between Node B+ and GSNs by forwarding the GTP-PDU containing MBMS data to Node B+ directly from GGSN and the IP multicast is used as the transport solution.

The control plane signaling follows the current architecture route via the SGSN. The proposed architecture is illustrated in Figure 6.2.3.1.1-1.
This improvement is not only applied for the flat architecture which Node B is merged with RNC functionalities but also applied for R99 architecture.
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Figure 6.2.3.1.1-1. The Improved MBMS solution in a flat architecture

6.2.3.1.2
Improvement of Soft Combining Area

In this solution, GGSN adds the timing stamp information into GTP-PDU carries MBMS data and the Node B+ sends the MBMS data at indicated timing. 

Requirements for MBMS

3GPP Release 6


The requirements for WCDMA MBMS in Release 6 come from the soft combining. With soft combining the time difference between two radio signals combined by the mobile station should be maximally one transmission time interval (TTI) plus one time slot. That is, 40.667 ms in case of 40 ms TTI and 80.667 ms in case of 80 ms TTI. The reason for the requirement is not because of the radio propagation environment, but mainly because larger differences lead to heavier memory requirements in the decoding process in the terminals.

3GPP Release 7 MBSFN

The single frequency network operation (SFN) of MBMS is called MBSFN and it is discussed in parallel to the flat evolved HSPA architecture MBMS solution in 3GPP. 
The timing requirements for WCDMA MBMS in Release 7 come from the single frequency network support. With single frequency network support the terminal does not see individual base stations, but all base stations use the same scrambling and channelization code. The terminal “simply” collects as much energy as possible during each symbol period when making the detection; see Figure 6.2.3.1.2-1 for an illustration. Because the signal is added directly over the air, the base stations must be tightly synchronized.
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Figure 6.2.3.1.2-1. Combining approach in WCDMA MBMS Release 6 and WCDMA MBSFN in Release 7.

The timing requirements are summarized below in Table x1. Note that the requirement level is on the microsecond level for the MBSFN functionality while on the millisecond level for the ordinary WCDMA MBMS solution. Hence, different timing solutions may be beneficial to use in these two cases. The numbers in Table x need to be subdivided into timing requirements for the different elements in the chain.

	Functionality
	Release
	Timing requirement

	MBMS 40 ms TTI
	3GPP Release 6
	40.667 ms

	MBMS 80 ms TTI
	3GPP Release 6
	80.667 ms

	MBMS with single frequency network support (MBSFN)
	3GPP Release 7/8
	1 to 5 microseconds


Table 6.2.3.1.2-1. The table summarizes the timing requirements for WCDMA MBMS
Timing Solutions 

There are several ways to synchronize the network elements to a common reference time:, which meet Rel6/MBSFN timing requirements. 

•
3GPP synchronization in UTRAN,

•
Network Time Protocol (NTP),

•
Relying on IP multicast distribution,

•
Global positioning system (GPS),

•
IEEE1588.

All the listed synchronisation methods may be used but the provided accuracy could be dependent on the synchronisation deployment solution 
Time Synchronization Solution In LTE MBMS 

The current working assumption for LTE is that there is a central timing entity for MBMS user data, which is called as MBMS GW in RAN3 and MBMS2 in SA2. The MBMS2 provides the content synchronisation, and uses IP multicast to send data at the same time to every eNB.
Time Synchronization Solution in Evolved HSPA Architecture

Following the similar principles as considered for LTE MBMS the GGSN will include to the GTP-PDU packets a time stamp. This time stamp is an absolute time value, which tells the timing based on which the NB+ sends MBMS data over AIF.

The data is assumed to be time-stamped in separable synchronization sequences (e.g. synchronization sequence length = TTI length). The beginning of the synchronization sequence for each service carries a new timestamp value working such a manner as an implicit start-of-synchronization sequence indicator, so that the NB+ becomes aware that a new sequence is starting. For additional robustness, the timestamp can be replicated to all packets, in which case the change in the time stamp value will indicate about the start of a new sequence. 

GGSN adds the Time Stamp considering Maximum Transmission Delay from GGSN to NB+, the length of the synchronization sequence used for time stamping and other extra delay (e.g. processing delay in NB+). I.e. Time Stamp = time GGSN receives the data packet + Max Tx Delay +synchronization sequence length + other extra delay (e.g. NB+ processing delay). The parameters ‘Max Tx Delay’, ‘synchronization sequence length’ and ‘Other Extra Delay’ are set via O&M in GGSN. 

The GGSN does not know the time point of the TTI begin but the sequence length for the time stamp is set by O&M like the delay parameters. When the user data flow starts, i.e. the first packet of the user data arrives in GGSN, the GGSN will use the delay parameters to define the transmission time point of that user data packet and for the following user data packets the sequence length for the time stamp: following user data packets arriving within e.g. 40ms will receive the same time stamp value as the first data packet, if the sequence length is set to be 40 ms.

The NB+ will schedule the received data packets in the TTIs following the time point indicated by timestamp. NOTE: From the timestamp the NB+ can interpret the TTI from which the transmission of the first GTP-PDU with that time stamp value shall start. Whether there will be data packets to be transmitted in the following TTIs will depend on the used synchronization sequence length vs. the TTI length. 

Impacts to the GTP-PDU header

Following new IEs are proposed to be added into header part of GTP-PDU for radio synch and content synchronisation:

a.
Time Stamp: absolute time value for the starting time of certain transmission period in the air interface. The value of the time stamp is same for all the user data packets arriving in the GGSN within the same synchronization sequence. The length of a transmission period equals with the length of the synchronization sequence.
b.
Packet Counter: This parameter indicates the number of GTP-PDU within the synchronization sequence. It helps the NB+ to notice the loss of GTP-PDU. Additionally it is used to reorder the PDUs in NB+.

c.
Elapsed Octet Counter: This parameter indicate the number of elapsed cumulative octets cumulatively for the synchronization sequence. It helps NB+ to know how many octets were not received in case of packet loss. This octet counter is preferably reset for every synchronization sequence.

d.
Total Packet Counter: This parameter indicates cumulatively the number of the packets for the service.

e.
Total Octet Counter: This parameter indicates cumulatively the number of the octets for the service.

The GTP-PDU frames containing payload for MBMS service will have in the header the parameters a, b, c :

Data frame:
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The GTP-PDU frame containing counter information without MBMS payload is delivered at the end of each synchronization sequence to improve the NB+ resynchronization in case of packet loss. At the same time this Total Counter frame is implicitly marking the end-of-sync.seq.. The Total Counter frame without payload can be repeated in order to improve the reliability of the delivery to the NB+s.

Total Counters frame:
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Multiple Packets Loss recovery
In case multiple contiguous GTP-PDUs are lost in the NB+, the division of payload between the lost packets is not necessarily known by the NB+. Therefore the NB+ may use an incorrect RLC SN value when handling the first data packet received from GGSN after the multiple packet loss. In such a situation the radio interface transmission should be avoided until the NB+ is able to resynchronize its transport block creation with the neighbouring NB+s.

There are three alternatives to get the user data transmission in NB+ resynchronized in such a situation:

1) The payload lengths of each GTP PDU in the synchronization sequence are delivered to the NB+s similar manner as the Total Counters frame or as part of it. Based on this information the NB+ is able to model the RLC/MAC process of the lost packets and can continue the transmission when having the data for a full transport block.
2) The NB+ requests from a neighboring NB+ the relevant information, e.g. the RLC SN of the RLC SDU containing the last part of the payload in certain synchronization sequence, which is identified e.g. by the time stamp value of that synchronization sequence.
3)  The RLC SN is reset at the start of each synchronization sequence. The NB+s are able to notice the start of the synchronization sequence from the new time stamp value and the packet counter in the GTP PDU header
In the first two alternatives the NB+ resynchronization is depending on another network entity providing the missing information. The third alternative would allow an independent content resynchronization..
O&M Solution for Parameter Allocation
In the GGSN improved solution, for allocating the prameters shall be identical in soft-combining area/MBSFN area, the parameters needs to be configured in all NB+ via O&M. 

The example figure 6.2.3.1.2-2 is as below.
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Figure 6.2.3.1.2-2: O&M solution

The parameters should be configured in the NB+ e.g. when the NB+ is activated or gets capable of MBMS etc.

The parameters shall be configured is the ones transmitted in RRC: MBMS Common P-T-M RB Information. 

The parameters needs to be configured for Rel6 MBMS & MBSFN: 

· RB Information list

· RB identity

· PDCP info

· RLC info

· TrCh information for each TrCH

· Transport channel identity

· TFS

· TrCh information for each CCTrCh
· CCTrCH identity
· TFCS
· In addition to parameter used for air interface above, the pool of DL TEIDs used for the MBMS tranmsision in the GGSN improved solution shall be configured in all NB+s by O&M. The stored DL TEID shall not be used by the NB+ for any other transmission.

The parameters needs to be configured for MBSFN: 

· PhyCh information

· PhyCh identity

· Secondary CCPCH info MBMS

In the case the parameter value may different for received RAB QoS, the mapping information should be configured via O&M. 

Handling of neighbouring cells:

To be able to send out the required information about neighbours on MCCH in current cell for selective / soft combining across NodeB+ borders, a NodeB+ need to have the following knowledge about the neighbouring cells controlled by the neighbour NodeB+.:
Information per MBMS session (TMGI):

· Neighbouring cell’s identity (reference to SIB11)

· Physical configuration of Secondary CCPCH (e.g. scrambling code, channelization code)

· L23 configuration 1
· Type of combining: L2 or L1
· Timing offset 2
Note 1: In MBMS NEIGHBOURING CELL P-T-M RB INFORMATION message the “ >CHOICE L23 CONFIGURATION; >>SAME AS CURRENT CELL” may be used. Hence the L23 configuration can be based on the configure values of own cells.
Note 2: determined offset may be configured by O&M as all NodeB+ are frequency locked with a common reference time

For the case of MAC-multiplexing, where only one S-CCPCH is used for all MBMS sessions in a cell, it is feasible to configure all the above information by O&M. Furthermore if the combining scheme is selective combining that is done on RLC level the MAC layer is independent between cells. Hence it is allowed that different MBMS Logical Channel Id (and MBMS-Id in MAC) are used in the different neighbouring cells. Hence when all the above MBMS related information in NodeB+ is based on O&M, inter NodeB+ MBMS selective combining may be performed provided that the multiplexing of MBMS sessions is done on MAC level.

Intra NodeB+ Soft Combining (L1 combining) may also be performed when the MBMS related information in NodeB+ is based on O&M and MAC multiplexing is applied. For Soft Combining to work the MBMS Logical Channel Id (and MBMS-Id in MAC) in the different cells to be combined has to be the same for each MBMS session. If all neighbouring NodeB+ are configured to use the same MBMS logical channel for next MBMS session to be setup Soft Combining can be supported under the following condition:
· An external cell shall not be defined as a neighbour to own cell if the set of MBMS service areas mapped to the external cell differs from the set of MBMS service areas mapped to the own cell

With these limitations the order of MBMS sessions to be setup is normally predictable in NodeB+ neighbors.  The MBMS session stop will also be requested in a predictable pattern towards different NodeB+ neighbors. It will then be possible to define and configure an algorithm on to how pick next MBMS logical channel that will in the normal case ensure that the same logical channel is used by all neighbor NodeB+ for a MBMS session. A simple example is a rule that always pick the MBMS logical channel code point that has the lowest value of the unused code points.

One issue to consider is recovery from abnormal cases as with wrong neighbor cell configuration for soft/selective combining the reception of an MBMS session in a cell or group of cells may be completely corrupted. With the simple rule above there is a small risk that two NodeB+ select different MBMS Logical Channel Id for a MBMS session. The risk can be reduced by configuration, for example that an external cell is not configured as a neighbour cell in a NodeB+ if the NodeB+ controlling the external cell is under another SGSN.
Below a solution is described that provides the required robustness against disturbances in the selection of MBMS Logical Channel Id.
6.2.3.1.3

Improvement of Transport and Processing efficiency

MBMS is about the delivering the same data copied into multiple network elements. That means that all the network elements will make additional copies of the exactly the same data to the nodes in the list of downstream nodes. Copying the data to each node will increase the required transport capacity in a linear manner, and MBMS transport capacity can be calculated by multiplying the MBMS bearer bitrate with number of nodes on the downstream nodes list. By using the IP multicast, the data is transmitted only once from each network node, therefore it is not depending on the number of nodes in downstream list. 

IP multicast does not only save transport network capacity, but it will also save the processing capacity in the network elements as data copying is not needed any more. This aspect is also highly important in case of HSPA Architecture, where NodeB+s are directly connected to the GGSN.

Location of PDCP (RoHC)

For the soft combining and MBSFN PtM modes the PDCP shall be located in the CN, i.e. GGSN to ensure same outcome from RoHC processing in case of multi vendor environment. 

For UTRAN MBMS PtP the PDCP is seen as part of NB+ functions due to the RoHC operation modes using UE feedback. Also the UTRAN MBMS PtM within one NB+ can use the PDCP located in the NB+.

There will be either separate user data streams for PtM and PtP modes from the GGSN towards the NB+s or the user data stream includes the compressed and full header, in case the MBMS PtP mode is used in the network.

It is concluded that eventhough the PDCP is located in different entities the transmission mode switching will not have impacts to the terminal, as the PDCP will be reset in the terminal while switching the mode.
Transport Solution In LTE MBMS 

The IP multicast is used in M1 interface.
Session Start Handling
The proposed signalling flow is in figure 6.2.3.1.3-1 below: 
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Figure 6.2.3.1.3-1: Session Start Handling in GGSN improved solution

1. After reception of request from BM-SC and the GGSN sends MBMS Session Start to the SGSN. The message contains the session start attribute and the Transport Layer Address used for IP-multicast and Iu Transport Association (DL TEID) IE. In addition in case PDCP is used for the MBMS service, GGSN contains the information for the PDCP. The SGSN stores the session attributes etc and responds with an MBMS Session Start Response.

2. The SGSN sends an MBMS Session Start Request message including the session attributes (TMGI, QoS, MBMS service Area, Transport Layer Address and Iu Transport Association, PDCP Information etc) to each NB+ that is connected to this SGSN. For a broadcast MBMS bearer service the NB+ creates an MBMS Service Context. 
3. The NB+s stores the session attributes in the MBMS Service Context, sets the state attribute of its MBMS Service Context to 'Active' and responds with an MBMS Session Start Response message. NB+ establishes the radio resource for the transfer of MBMS data to the interested UEs

4. GGSN forwards MBMS data to IP multicast address provided by Session Start message. 

Specification impact: 

The followings new changes are required to RANAP/GTP specifications

· Introduction of Transport Layer Address and DL TEID in RANAP/GTP Session Start Request

· Change the presence of Transport Layer address and Iu Transport Association/TEID in RANAP/GTP Session Start Start Response from mandatory to optional.

6.2.3.1.4
Improved RRM to enable inter Node B RRM decisions

Inter NB+ RRM

It is typically assumed that switching between point-to-point and point-to-multipoint transmission is possible on a cell-by-cell basis.
The MBMS resource management algorithms need to be able to:

· Admit a new MBMS bearer

· Point-to-multipoint only bearer.

· Point-to-point and point-to-multipoint bearer.

· Modify an established MBMS bearer

· From point-to-point to point-to-multipoint.

· From point-to-multipoint to point-to-point.

· Enable gain from soft combining between multiple cells

Optimal Decision Making 

The goal with MBMS is to maximize the system capacity by using the most efficient delivery method for each MBMS service; i.e., choose optimally between point-to-point or point-to-multipoint.

It is not straightforward to define a concrete criterion that can be maximized or minimized to reach the highest system capacity with MBMS. For example, minimizing the total aggregated power in an area used to deliver a service is not enough to reach the highest system capacity. This because individual cells could experience blocking in other services in case MBMS is activated. Another MBMS challenge is that information needed to make an optimal radio resource management decision is not always available. For example, in the point-to-multipoint mode the network is unaware of the pathloss to the individual mobiles. The network is therefore unaware of the power needed to provide the same connectivity using point-to-point distribution.

Hence, defining algorithms for MBMS seems to require sub-optimal approaches and system simulation investigations. This independent of if the architecture is centralized or distributed.

Possible Approaches

In all of the approaches in the sub-sections in the sequel it is assumed that at least the following information is made available between the cells:

· Spreading codes per service in the cell used for point-to-multipoint configurations.

Information used in the “MBMS NEIGHBOURING CELL P-T-M RB INFORMATION” message on MCCH. Example of content distributed in this message is: secondary CPCCH settings in the neighboring cells, MBMS soft combining timing information, combining schedule applied, etc.

Scenario 1: Mode Information Exchange Between Cells


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode(s) currently used in neighboring cells. The mode information indicates one out of at least three possibilities: point-to-point, point-to-multipoint, or no transmission.

Information exchange 

Each cell informs its neighbors about the mode (point-to-point or point-to-multipoint) used in the cell for each active MBMS service.

Input variables

When the cell continuously evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

Scenario 2: Mode and Reason Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and also the reason for why the neighboring cell is using a certain mode. The reason for why a cell is in a certain mode can be for example that i) one of its neighbor cell is in point-to-multipoint mode and it provides coverage support for that neighbor ii) it has enough of users inside its own area to motivate using the point-to-multipoint mode. In this way it is possible to provide coverage support when using soft combining from cells where there are not so many users.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors why it uses the certain mode; i.e., is there more than a certain number of users in the cell or is it because a neighbor cell is in point-to-point mode.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The reason for why a neighbor cell is using point-to-point or point-to-multipoint mode: high number of users or to provide soft combining coverage support for a neighbor cell.

Scenario 3: Mode and Counting Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and the number of users in the neighboring cell

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors how many users that are listening to the MBMS service.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

Other parameters exchanged between NB+s for enabling inter-NB+ soft combing 

In addition to potential parameters descibed above, the eNB needs to send the neighbouring eNB the parameter which needs to be contained in RRC: MBMS Neighbouring Cell P-T-M RB Information which the neighbouring eNB sends over AIF.

6.2.3.1.5
MBMS counting and mode switch coordination
Note:
6.2.3.1.5.1 and 6.2.3.1.5.2  below describe an RNSAP procedure that will solve the required coordination between Inter NodeB+ Neighbour  Cells for counting and mode switch. It is proposed below to base the information exchange on RRC containers. An alternative solution is to include the required information from RRC IEs in separate RNSAP IEs. Exact coding of the RNSAP message is FFS.

For enhanced broadcast function, with counting and p-t-p / p-t-m switching, the CRNC in classical architecture counts interested UEs in all cells of the RNS. The algorithm for selection between: - no-transmission, - p-t-p and - p-t-m can therefore consider cells used for selective/soft combining within the RNS, even if UEs are not camped on these cells, when deciding on the radio bearer configuration.

In flat architecture and if selective/soft combining is supported according to the functions described above the RNS controlled by the NodeB+ is smaller than the possible selective / soft combining area. The counting of interested UEs will not be complete and there is a risk that the counting algorithm of a particular NodeB+ (current NodeB+) will underestimate the number of interested UEs using radio resources in the cells of the current NodeB+, as UEs using the cells only as neighbours for selective/soft combining is invisible to the current NodeB+. 

When a current NodeB+ has decided to change the radio bearer configuration, from p-t-m to p-t-p or vice versa, the allowed neighbour cells to be announced on MCCH in the MBMS Neighbouring Cell p-t-m rb Information message from a neighbour NodeB+ is impacted, as cells using p-t-p radio bearer configuration shall not be included in the list for selective/soft combining. If the functions described above are introduced, coordination of the neighbour cells allowed for selection and/ or soft combining in MBMS NEIGHBOURING CELL P-T-M RB INFORMATION message have to be coordinated between NodeB+. 

In 6.2.3.1.5.1 and 6.2.3.1.5.2 the new RNSAP procedure, MCCH Information Transfer (described below in 6.2.3.1.7) is also used for counting and mode switch coordination. Note that when the decision of a mode switch in NodeB+ also considers conditions in neighbour NodeB+, there is a risk of mode switch occurring with a ping-pong pattern. Mechanism in the standard to support avoidance of oscillating mode switches is FFS.

6.2.3.1.5.1
Counting UEs in neighbour NodeB+
CRNC may request a UE to perform the MBMS counting procedure. This is done by setting the MBMS required UE action IE in the MBMS MODIFIED SERVICES message to the value  'Acquire counting info' or 'Acquire counting info– PTM RBs unmodified'.

With the RNSAP procedure, MCCH Information Transfer (described below in 6.2.3.1.7) that contains the whole RRC message MBMS MODIFIED SERVICES the IE MBMS required UE action can be retreived by receiving NodeB+. This information can be used by the NodeB+ receiving the MCCH INFORMATION TRANSFER message to identify own cells that are neighbours to cells for which the sending NodeB+ performs counting, thereafter perform counting in these own cells and inform sending NodeB+ about the result over Iur.

NodeB+ actions when receiving the MCCH INFORMATION TRANSFER message containing MBMS MODIFIED SERVICES message in the RRC container in which MBMS required UE action IE is set to the value  'Acquire counting info' or 'Acquire counting info– PTM RBs unmodified':

1.
Use the information in the RNSAP message and the RRC container(s) to identify the cells (controlled by the sending NodeB+) in which MBMS counting is performed by sending NodeB+.

2.
Identify which of the external cells retrieved in 1 that are valid neighbour cells, i.e. the cell was previously contained in MBMS Neighbouring Cell p-t-m rb Information sent on MCCH in a cell controlled by the receiving NodeB+. 

3.
Identify the own cells that are neighbours to the cells retrieved in 2. 

4.
Perform counting in the cells identified in 3. Note: UEs camped on these own cells may be in selective/soft combining with the cells retrieved in 2 where counting is performed by the neighbour NodeB+, hence counting in these own cells are beneficial for the evaluation of  p-t-p, p-t-m radio bearer configuration in the neighbour NodeB+.

5.
Send the result of the counting, together with the cell identity in which counting was performed, to the NodeB+ that originally initiated the MCCH INFORMATION TRANSFER message

The new RNSAP procedure MCCH Information Transfer is suitable to use also for the purpose of reporting result of counting.

The NodeB+ receiving the external counting information may use that in the algorithm for selection of p-t-p or p-t-m RB configuration. 

6.2.3.1.5.2
Report RB configuration (p-t-p, p-t-m) to neighbour NodeB+.

When a CRNC select to provide an MBMS session p-t-p instead of p-t-m (or vice versa) the UE is informed using the RRC messages on MCCH. Hence if the RRC messages are sent to neighbor NodeB+ using the new RNSAP procedure MCCH Information Transfer, full information about the status transfer between p-t-p and p-t-m RB configuration can be retrieved.

NodeB+ actions when receiving the MCCH INFORMATION TRANSFER message containing information about a RB configuration change (p-t-p / p-t-m) in a neighbour cell:

1.
Use the information in the RNSAP message and the RRC container(s) to identify the cells (controlled by the sending NodeB+) for which the RB configuration for a MBMS session is changed.

2.
For p-t-m -> p-t-p change: identify which of the cells retrieved in step 1 that are valid neighbor cells, i.e. the cell was previously contained in MBMS Neighbouring Cell p-t-m rb Information sent on MCCH in a cell controlled by the receiving NodeB+
· Identify the own cells that are neighbours to the cells retrieved in step 2

· Remove the p-t-p cells retrieved in step 2 from the neighbours for selective/soft combining and announce this in the own cells retrieved in step 3 with the RRC message MBMS Neighbouring Cell p-t-m rb Information.   
3.
For p-t-p -> p-t-m change: identify which of the cells retrieved in step 1 that are configured neighbor cells
· Identify the own cells that shall be neighbours to the cells retrieved in step 5

· Add the p-t-m cells to the neighbours for selective/soft combining and announce this in the own cells retrieved in step 6 with the RRC message MBMS Neighbouring Cell p-t-m rb Information. 
6.2.3.1.6
 
MCCH synchronisation in an MBSFN cluster

The MBSFN cells have to transmit also the MCCH and BCCH with the same accuracy regarding synchronisation as for MTCH. This means that the content of each frame containing MCCH (or BCCH) information have to be identical and sent out synchronised in all cells of the MBSFN cluster.

Issues that need to be solved regarding MCCH synchronisation:

-
The RANAP message MBMS Session Start triggers a change of the MCCH message content. It is sent over Iu from SGSN (one or possibly several different SGSNs) to each NodeB+.  SGSN and Iu CP is not assumed to be synchronised to the common reference time, hence different NodeB+ may receive MBMS session start at different point in time (with a deviation of more than one TTI). The update of MCCH then risks occurring unsynchronised.

-
Configuration of the S-CCPCH for L1 multiplexing. 

-
Coordination of the MBMS logical channel to be used for a MBMS session for MAC multiplexing. 

Note:
It is assumed that BCCH is predictable enough to be configured by O&M. Supported by the common reference time available in all NodeB+ the BCCH can be synchronized both regarding time and content.
6.2.3.1.6.1 Introduce an MBSFN controlling RNS

With the RNSAP procedure, MCCH Information Transfer (described below in 6.2.3.1.7), is introduced. The procedure allows the NodeB+ to forward a copy of what has been sent on MCCH over Uu to neighbour NodeB+ over Iur, where the RRC messages are included in RRC container(s).

If a timestamp in included in the MCCH INFORMATION TRANSFER message, the message can be used to synchronize the MCCH across an MBSFN cluster.

When an MBSFN cluster is defined comprising several RNS-es (several NodeB+) one of the RNS is assigned the MBSFN controlling RNS. At MBMS session start (which would be handled by all RNS in a coordinated way as all RNS belongs to the same MBMS service area) only one RNS (the MBSFN controlling RNS) prepare what to be sent out on MCCH with the MCCH acquisition procedure, the other RNS-es (non MBSFN controlling RNS) read the RANAP message and prepare to receive an RNSAP message MCCH INFORMATION TRANSFER from the MBSFN controlling RNS. The MCCH INFORMATION TRANSFER message contains a time stamp and other timing related information that will control exactly how the RRC messages are sent out synchronized in all MBSFN cells.

MBSFN controlling RNS actions when receiving MBMS session start

1.
Prepare the setup of the requested MBMS sessions in the same way as in classical architecture

2.
Assemble the RRC messages to later be sent on MCCH in the MCCH acquisition procedure

3.
Sent the RNSAP MCCH INFORMATION TRANSFER message to all RNS of the MBSFN cluster. The MCCH INFORMATION TRANSFER message shall contain all RRC messages to be sent to the cells of the MBSFN cluster in RRC message container(s), timestamp and other timing related information.

4.
Based on the timing information in step 3, send out the RRC messages assembled in step 2 at correct point in time in the own cells

Non MBSFN controlling RNS actions when receiving MBMS session start

1.
Prepare the setup of the requested MBMS sessions in the same way as in classical architecture

2.
Instead of preparing RRC messages and physical configuration, wait for an Iur MCCH INFORMATION TRANSFER message that is related to the MBMS session to be setup.

Non MBSFN controlling RNS actions when receiving the MCCH INFORMATION TRANSFER message

1.
Read the RRC messages contained in containers and identify the physical configuration to be used

2.
Prepare the physical channel and other L1 preparations that is required

3.
Read the RRC messages and identify the connection to pending MBMS sessions as received over Iu

4.
If step 1 – 3 is OK, proceed with Iu and RANAP handling according to standard

5.
Use the timestamp and other timing information and send out the RRC messages received in the containers at correct point in time and with RRC message content exactly as received

Open issue:

The above solution requires Iur connectivity between the MBSFN controlling NodeB+ and all other NodeB+ in the MBSFN cluster. Are there limitations in SCCP, related to addressing or other connectivity aspects, that will put a system limit of the maximum size of the MBSFN cluster?

6.2.3.1.7

Control plane coordination at MBMS session start

Note:
6.2.3.1.7.1 and 6.2.3.1.7.2 below describes the use of a new  RNSAP procedure that will solve the required coordination between Inter NodeB+ Neighbour Cells to allow inter NodeB+ soft and selective combining. It is proposed below to base the information exchange on RRC containers. An alternative solution is to include the required information from RRC IEs in separate RNSAP IEs. Exact coding of the RNSAP message is FFS.

This chapter describes a solution to allow L1 multiplexing and Soft Combining accross NodeB+ borders. As shown above if the MBMS related information in NodeB+ is fully based on O&M, only MAC multiplexing is feasible. If L1 multiplexing is used each MBMS session is using it’s own S-CCPCH. Hence the mapping of an MBMS session to a physical channel in a cell can not easily be predicted. It depends for example of the service areas configured for a cell, which may differ from cell to cell. 

If the selected S-CCPCH configuration is sent to neighbour NodeB+ using Iur when a new MBMS session has been setup and a new S-CCPCH has been allocated inter NodeB+ Soft Combining will be supported for the L1 multiplexing scheme. NodeB+ may then retrieve the information about neighbours as follows:
Physical configuration: When a new MBMS session is setup the configuration of S-CCPCH in the cells of a NodeB+ has to be transferred over Iur to all NodeB+ for which there is a neighbour cell relation. This physical channel configuration can then be contained in the MBMS COMMON P-T-M RB INFORMATION message and have a reference from the MBMS Neighbouring Cell p-t-m rb Information message.
L23 configuration for Soft combining: The complete L23 configuration (including MBMS Logical Channel Id) has to be configured so that the same configuration is always used. The configuration can be enhanced with a QoS mapping that unambiguously defines the L23 configuration for different QoS profiles. In MBMS Neighbouring Cell p-t-m rb Information the “ >CHOICE L23 configuration; >>Same As Current cell” is always used. 

L23 configuration for Selective combining: Either the complete L23 configuration is configured as described for Soft Combining above or it is individual per cell (except for RLC information that has to be the same in all combined cells and therefore configured). In the latter case not only the S-CCPCH configuration has to be sent to neighbour NodeB+ over Iur but also the configuration of L23. In MBMS Neighbouring Cell p-t-m rb Information the “ >CHOICE L23 configuration; >>Different” together with the transport channel and RB information is selected.

MBMS Logical Channel Id for MAC multiplexing if L1 multiplexing is applied the MBMS Logical Channel Id may be configured to a fixed value as there are only one MBMS Logical Channel on a S-CCPCH (note).

Note:
As said above Soft Combining requires identical MAC frames, otherwise the combining on L1 will not work. This is an issue if MAC multiplexing is used together with Soft Combining. There is also a possibility to use L1 multiplexing together with MAC multiplexing. I.e. use several S-CCPCH and on each S-CCPCH several MBMS sessions are multiplexed using MAC-multiplexing. The requirement to allow soft combining across NodeB+ borders for such configuration is FFS.
6.2.3.1.7.1 Configuration of external neighbours

In each NodeB+ neighbor cells, controlled by another NodeB+ (external cells), are configured. At least the following configured information is needed for each external cell.

-
Cell identity of the external cell to be used when communicating over Iur

-
Identity of controlling NodeB+ and node address to use over Iur

-
List of service area identities that are mapped to the external cell

-
Supported functionality in terms of combining method (L1 and/or L2) and multiplexing method (MAC and/or L1) etc

-
Needed preconfigured attributes as described above

Also neighbor relation for the cells controlled by the current NodeB+ (own cells) have to be configured. The following information is needed for each own cell:

-
Cell identity of the own cell to be used when communicating over Iur

-
For each service area mapped to the own cell a list of NodeB+ that have defined this cell as a neighbour cell in the configuration

-
Node address to use over Iur for the NodeB+ in the list

Note:
a neighbor relation is only configured between cells that have at least one MBMS service area in common. 

6.2.3.1.7.2 Coordination of neighbor cell configuration

The RRC messages of the MCCH acquisition procedure [25.331] contains all required information a NodeB+ requires to be able to define and announce neighbor cells in the MCCH message MBMS Neighbouring Cell p-t-m rb Information. The only information besides the RRC messages of the MCCH acquisition procedure the NodeB+ need to have is the cell identity in which the MCCH acquisition procedure took place.
A new RNSAP class 2 global procedure where the message contains the RRC messages of the acquisition procedure in [25.331] using RRC container(s) technique plus a cell identity, is sufficient to support the required coordination at MBMS session start.

Proposal: A new class 2 RNSAP procedure is introduced “MCCH Information Transfer”, defining a message MCCH INFORMATION TRANSFER that enables one NodeB+ to send the RRC messages of the MCCH acquisition procedure [25.331] in RRC container(s) to a neighbor NodeB+.

NodeB+ actions when receiving MBMS session start:

1.
Setup the MBMS session in own cells in the same way as in classical architecture

2.
Identify the own cells that are included in the MBMS service areas in which the MBMS session is setup 

3.
Setup the MBMS session in these cells announcing the MBMS session on MCCH 

4.
Identify for each cell identified in step 2, and for each service area in the cell, a list of NodeB+ that has configured this cell as external cell

5.
Send the RNSAP MCCH INFORMATION TRANSFER message to all neighbor NodeB+ retrieved in step 4 containing a copy of the messages that was sent out over Uu on MCCH in step 3 in RRC container(s) plus  the cell identity of each cell where the MBMS session was setup. 

NodeB+ actions when receiving the MCCH INFORMATION TRANSFER message

1.
Use the information in the RNSAP message and the RRC container(s) to identify valid neighbor cells for soft/selective combining in the NodeB+ that is sender of the message for each new MBMS session

2.
Retrieve the S-CCPCH configuration in the neighbor cells identified in 1

3.
Update MBMS COMMON P-T-M RB INFORMATION with the S-CCPCH configuration of step 2 and announce the neighbor cells with MBMS Neighbouring Cell p-t-m rb Information. Send the RRC messages on MCCH according to normal rules of [25.331].
6.2.3.1.7.3
Recovery from inconsistency regarding selected MBMS Logical Channel Id 

For MBMS configuration with Soft Combining plus MAC multiplexing the NodeB+ must have knowledge of next MBMS logical channel Id to use prior to reception of an MBMS session start message. Above it is shown how this can be accomplished using O&M. There might be rare situation when neighbor NodeB+ does not select the same MBMS Logical Channel Id. The NodeB+ must be able to recover from such mismatch as with wrong neighbor cell configuration for soft/selective combining the reception of an MBMS session in a cell or group of cells may be completely corrupted.

The selection of MBMS logical channel id may be disturbed if a RANAP MBMS session start or stop message is delayed, (a subsequent MBMS session start arrives before the delayed one) or lost. There is a low risk for this to happen as the Iu transport path differs between the NodeB+. However if the RNSAP procedure “MCCH Information Transfer” is used in line with the description above a NodeB+ may, when receiving the MCCH INFORMATION TRANSFER message, first verify that the configuration of the cells of the sending NodeB+ is aligned and possible for soft combining,  i.e. that the MBMS logical channel id is aligned for all MBMS sessions. The NodeB+ will not accept the cell as neighbor cell if not aligned. The consequence of a mismatch is that the soft/selective combining gain is lost for this MBMS session, but as this abnormal condition only occurs rarely it is regarded as acceptable. Adding this check the NodeB+ actions when receiving the MCCH INFORMATION TRANSFER message are:

NodeB+ actions when receiving the MCCH INFORMATION TRANSFER message

1.
Use the information in the RNSAP message and the RRC container(s) to identify valid neighbor cells for soft/selective combining in the NodeB+ that is sender of the message for each new MBMS session

2.
Verify that the configuration of the neighbor cell retrieved in step 1 is appropriate for the selected combining type. 

3.
If S-CCPCH configuration is not already known by configuration, retrieve the S-CCPCH configuration in the neighbor cells identified and verified in 1 and 2

4.
Update MBMS COMMON P-T-M RB INFORMATION with the S-CCPCH configuration of step 3 and announce the neighbor cells (identified in step 1 and 2) with MBMS Neighbouring Cell p-t-m rb Information. Send the RRC messages on MCCH according to normal rules of [25.331].

Coordination of MBMS configurations after NodeB+ restarts
In case of restart the NodeB+ may loose all the MBMS configurations of its cells as well the neighbor cell MBMS information and any other MBMS related parameters.

TheHow a NodeB+ achieve a coordinated state regarding MBMS Logical Channel Id after a NodeB+ restart is FFS NodeB+ will recover from that situation by getting the MBMS configurations updated in a three phase approach:

1. via O&M the MBMS service configurations for its cells.  In addition to the MBMS service area configurations there are other parameters which can be configured semi-static manner via O&M system like indicated e.g. in sections 6.2.3.1.2 and 6.2.3.1.7.1

2. As part of the general restart procedure the SGSN will send the Session Starts for all ongoing MBMS sessions to the NodeB+. NodeB+ will respond to the MBMS Session Starts messages normal manner in line with the MBMS service area configurations of its cells.
3. After the NodeB+ has become aware of the active MBMS sessions it will identify the relevant neighboring NodeB+s which should be contacted to retrieve the necessary parameters for the neighbor cell configuration depending on the used combining method. 
6.2.3.1.8
Open Issue

· Location of PDCP(ROHC)

· Relation between timing and transport improvements

· Synchronisation of MSCH: MSCH is sent on the same S-CCPCH as MTCH and used for soft combining (L1). As the MSCH is sent on the same physical channel that is subject to L1 combining, it has to be synchronised in the same way as MTCH. 
6.2.3.2

The Centric MBMS Architecture in e-HSPA
6.2.3.2.1

Open Issues of MBMS over e-HSPA

 Inter-eNB+ Soft-combining & MBSFN 

The support of inter-eNB+ soft-combining requires a level of synchronization - recommended as one TTI + slot level – such that the configuration of common RB parameters and time difference information is required to be signaled to all neighbor cells of active cells involved in the MBMS session;

For MBSFN – requiring tightly defined synchronization (to microsecond level)- inside the MBMSFN coverage area, the configuration of all the RB parameters should be same and signaled accordingly. 
Transport network load

In an e-HSPA deployment where the number of Iu links will increase dramatically for all services, for MBMS it should be investigated as to how repetition of the same content on many Iu instances could be minimised thereby decreasing transport network (over)load. 

Content synchronization

Content synchronization shall be achieved to ensure the service continuity and support the soft-combining and MBSFN. 

6.2.3.2.2
User Plane Architecture 

To achieve the content synchronous and to reduce the transport network load, the Data Handling Center and Iur IP multicast solution are proposed, which is illustrated in figure 6.2.3.2.2-1. 
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Figure 6.2.3.2.2.-1: User Plane Architecture

It is recommended that the role of “Master e-HSPA Node B” be allocated via OAM.

Basic U-Plane Function of Master e-HSPA Node B 

With respect to the user plane, the Master e-HSPA Node will be responsible for at least the following:

· PDCP function (e.g. ROHC)
· MAC/RLC function is FFS
· Keep content synchronization 
General U-Plane procedure

The General U-Plane procedure of Master e-HSPA Node B is described as follow:

1. After successful MBMS Session Start Procedure, GSN (GGSN/SGSN) sends the MBMS data packet to Master e-HSPA Node B. The usage of ROHC in PDCP entity over flat architecture should be maintained for transport efficency improvement.

2. Master e-HSPA Node B sends the MBMS data to IP-multicast address on Iur interface.

3. Slave e-HSPA Node Bs send out the data according to the UP and CP indication (e.g. CFN, RB configuration, and etc).

6.2.3.2.2.1
User plane protocol stack for centric MBMS architecture – Alternative 1
For Soft combining, the user plane functionality split is shown in Figure 1, where PDCP entity and RLC entity are located in master NB+, and MAC entity and PHY entity are located in slave NB+. 
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Figure 6.2.3.2.2.1-1. use plane protocol stack of soft combing scheme.

For MBSFN, the user plane functionality split is shown in Figure 2, where PDCP entity, RLC entity and MAC entity are all located in master NB+, and only PHY entity is located in slave NB+.
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Figure 6.2.3.2.2.1-2. use plane protocol stack of MBSFN scheme.
The PDCP sub-layer may operate with the RFC 3095 header compression protocol. In that case, header compression should be performed under RFC 3095 U-mode.

In the master NB+, for soft combining scheme (p-t-m transmission) and MBSFN scheme, there is one PDCP entity for each MBMS service for each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s ).

In the master NB+, for soft combining scheme (p-t-m transmission) and MBSFN scheme, there is one RLC entity for each MBMS service for each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s).

In the master NB+, for MBSFN scheme, there is one MAC entity for each MBMS service for each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s).

In the slave NB+, for soft combining scheme (p-t-m transmission), there is one MAC entity for each cell or each MBMS Cell Group that provides the service (an MBMS Cell Group may contain one or more than one cell distributed in slave NB+s)..

In the UE side, there is one PDCP, one RLC entity and one MAC entity for each MBMS service for soft-combining and MBSFN.

In case of p-t-p transmission, DTCH is used for MBMS transmission and the protocol termination for DTCH mapped on DCH and RACH/FACH are same as p-t-m transmission.

6.2.3.2.2.2
User Plane Protocol Stack for centric MBMS architecture – Alternative 2
UE Protocol for PTM mode
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Figure 6.2.3.2.2.2-1: UE protocol stack for PTM mode
PDCP entity and RLC entity are located in the master; MAC-m entity and PHY entity are located in slaves.

In this case, there is one PDCP entity and one RLC entity for each MBMS service for each MBMS Cell Group that provides MBMS service (an MBMS Cell Group may contain one or more than one cell distributed in slaves), and MAC-m entity is cell specific.

RLC PDU with timestamp is sent from the master to the slaves over Iur interface. The timestamp indicates starting CFN/SFN of TTIs in which RLC PDU should be sent. The slaves send the MBMS traffic data carried in RLC PDUs to UEs due to the indicated timestamp.

UE Protocol for PTP mode

Only one Iu data bearer between UTRAN and CN for a certain MBMS service is established between CN and master. The Iu data stream can be split into 2 kinds of sub-streams: one for PTP mode, the other for PTM mode. Both of the sub-streams are transmitted over Iur interface.
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Figure 6.2.3.2.2.2.-2: UE Protocol stack for PTP mode

6.2.3.2.3
Control Plane Architecture

To support the MBSFN& Soft-combining requirement, the major issue of control plan is to configure the same RB parameter to all slave e-HSPA Node Bs. 

So one recommend C-Plane architecture is illustrated in Figure 10. 
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        Note: Master Control Entity is located in master e-HSPA Node B
Figure 6.2.3.2.3-1: Control Plane Architecture

The Master e-HSPA Node B is in charge of MBMS radio resource co-ordination and RB parameter configuration. 
6.2.3.2.3.1
Definition
M-NB+ (M-RNC): Master Node B+, logical entity, located in legacy RNC or Node B+, with the functions of user plane establishment based on Iur IP multicast, ROHC function, transmission mode decision& co-coordination, RB configuration for S-NB. Master NB+ is configured by OAM.
Note: when the logical entity located in RNC, it also could be called as M-RNC

S-NB+: Slave Node B+, logical entity, located in legacy RNC or Node B+, without the above functions. S_NB+ belongs to which M_NB is configured by OAM.

6.2.3.2.3.2
Role model of M-NB+ and S-NB+
6.2.3.2.3.2.1
M-NB+ and S-NB+

Both M-NB+ and S-MB+ are introduced depend on  the viewpoint of MBMS resource control & management and data processing for the inter-RNC soft combining or MBSFN.
Both M-NB+ and S-NB+ are logical entities which located in legacy RNC or Node B+, and their location can be configured by OAM. The functions are described as below.

M-NB+ (Master Node B+): 
- User plane establishment towards CN, 

- User plane establishment towards S-NB+ based on Iur IP multicast ,
- ROHC and RLC function, transmission mode decision& co-coordination, 
- RB configuration for S-NB. 
S-NB+ (Slave Node B+):

- Implement the RB configuration which is from M-NB+ 

- MCCH information generating and transmitting to UE

- Joining Iur based IP-multicast group and receiving MBMS packets.

- Do counting and reporting the results to M-NB+.

- Do MAC and physical layer processing

6.2.3.2.3.2.2
SRNC and DRNC

Both SRNC and DRNC are the concepts of mobility for a special UE, and they are significant only when an UE move between RNS. So the M-NB+ and S-NB+ is not related with them at all because they are service specified and not related to mobility.
6.2.3.2.3.2.3
CRNC

In pre-R8, The CRNC is one entity which owns the radio resources of a cell but the CRNC’s resource can be borrowed or configured by other entities like SRNC in some mobility scenario.
In R8 MBMS over HSPA+, in order to complete the inter-RNC soft combining, the resources between CRNCs need to be coordinated. 
6.2.3.2.3.2.4
M-NB+ (M-RNC) and CRNC

M-NB+ acts as the role of resource coordinator, according to describe above, M-NB+ is logical entity and can be located on some legacy RNC, so M-NB+ could configure the resource belong to CRNC.
6.2.3.2.3.3
Example Scenario
The example scenario is shown in the following figure:
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Figure 6.2.3.2.3.3-1 Example Deployment Scenario
In Figure 11, cell 1,2,3 belong to Slave Node B+1, and cell 4,5,6 belong to Slave Node B+2, cell 7,8,9 are belong to Master Node B+.

It is assumed that counting threshold is 2, the cells that have more than 2 UEs will use PTM transmission mode, and these cells that have 1 or 2 UEs will use PTP transmission mode.  

To simplify the example procedure, counting and RB procedure is not drawn in section 2.3 for Master Node B+ cell.

The example signalling procedure:
The procedure based on the above example deployment scenario is shown in the following figure:
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Figure 6.2.3.2.3.3-2 Example Signaling Procedure

* Session Start 

The core network node (e.g. SGSN) sends MBMS Session Start Request message to all RNCs linked to this SGSN. Then the M-NB+ and S-NB+s respond with MBMS Session Start Response message respectively and differently. This session Start Procedure will reuse the Rel6/7 parameters.
Step 1: The core network node (e.g. SGSN) sends the MBMS Session Start Request message to M-NB+. M-NB+ responds with Session Start Response message and user plane bearer is established as this NB+ is configured as Master NodeB+.

Step 2: The Core network node (e.g. SGSN) sends MBMS Session Start Request message to S-NB+1). S-NB+1 responds with MBMS Session Start Response message with the parameter of "Successful MBMS Session Start - No Data Bearer Necessary" as if S-NB+1 has already received the session start message from another SGSN.
Step 3: The same procedure as in step 2 is executed between the S-NB+2 and CN node.
Note: It’s supported by current specifications as described in Annex.

* Counting and Transmission Mode Decision 

Step 4: All NB+s (including Master Node B+ and Slave Node B+) do counting procedure as in  Rel6/7 specification. 
Step 5: Slave NB+s decide the recommended transmission mode according to its own counting result. 

According to figure 1 scenario, PTM mode is suitable for cell 1,2,3  which controlled by S-NB+1 (shown in step 5a). And PTP mode is suitable for by cell 4,5 and PTM mode is suitable  for cell 6 (shown in step 5b). 

Step 6: S-NB+1 and S-NB+2 report the recommend transmission mode to M-NB+ (shown in step 6a& 6b)

Step 7: M-NB+ make the final transmission mode decision according to reports from S-NB+s and RRM/operator strategy, i.e., cell 4 transmission mode is changed to PTM due to its neighbor cells are PTM.

*RB Configuration Procedure

Step 8: M-NB+ decides the RB parameters (for PTM or MBSFN) of the MBMS services.   

Step 9: M-NB+ sends final transmission mode decision and RB parameters of the MBMS services to slave NB+s by MBMS Common Transport Channel Setup message, which includes cell list IE that indicates PTM  mode cell and Iur multicast IP address IE, TMGI, MBSFN or soft-combining indication etc.

Step 10: After S-NB+ assigns the PTM OVSF code for the MBMS services and assigns the RB parameters for the cell that use the PTP transmission mode, S-NB+ responds with MBMS Common Channel Setup Response message to M-NB+. 

Step 11:  M-NB+ triggers the MBMS PTM information exchange procedure to ensure the NB+ can obtain the neighbor NB+ RB information  and transmit it to UE as MBMS Neighbouring Cell p-t-m RB Information described in 25.331 so that UE can do soft-combining correctly.
NOTE: If for soft combining, step 4-7 and step 11 are needed; while for MBSFN, they are not needed. 

* User Plane Establishment

Step 12: S-NB+s join the Iur multicast group and get ready to receive MBMS data packets from M-NB+.

Step 13: CN transmit data to M-NB+.
Step 14: M-NB+ does the ROHC and RLC processing and transfers the data packets to Iur IP multicast group. The CFN information is inserted into the Iur packets to indicate Node B+ at which time this packet will be sent over the air interface. The content synchronization solution is kept by the algorithm based on the CFN.

Step 15: S-NB+ does MAC and L1 layer processing, and then transmit packet according to CFN value and RB parameters. And UE receive MBMS packet according to MCCH information.

Basic C-Plane function of Master e-HSPA Node B
Master e-HSPA Node B will configure the RB parameters for Soft-combining& MBSFN (e.g. parameter about PDCP) 
General C-Plane procedure

The general C-plane procedure of the Master e-HSPA Node B solution is:

1>: SGSN sends the MBMS Session Start message to all e-HSPA Node B s that belong to the MBMS service area ;or SGSN only sent to the Master e-HSPA Node B which then propagates the message to all Slave e-HSPA Node Bs in the indicated service area 
2>:.The master e-HSPA Node B configures the RB parameters and send them to slave e-HSPA Node Bs (the IP-multicast address is included).
3>: The slave e-HSPA Node Bs configure the RB according to the information sent by the master e-HSPA Node B, and join the IP-multicast group.

6.2.3.2.4 
Synchronization

In the Centric Architecture, similar Rel7 MBMS synchronization mechanism for intra-RNC soft combining over IPmc is introduced to Iur interface to support the inter-RNC soft combining. 

In the control plane, CFNoffset will be obtained by the Master NB+ via the Node Synchronization or Transport Channel Synchronization procedure, and sent to Slave NB+ via COMMON TRANSPORT CHANNEL SETUP message or COMMON TRANSPORT CHANNEL RECONFIGURATION message. 

In the user plane, the reference time MFN will be set by the Master NB+ in the Iur FP. When Slave NB+ receiving the FP, it will calculate the actual transmitting time according to: 

CFN = (MFN – CFN Offset) mod 256

With this method, the inter-RNC soft combining can be done. 

And an example to calculate he CFNoffset is as follows:

For soft combining, the time difference between cell m (the reference cell) and cell k shall satisfy the formula:

For soft combining, the time difference between cell m (the reference cell) and cell k shall satisfy the formula:
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The values of Frameoffset are 10,20,40,80, so the CFNoffset also should be defined by master NB+ for each cell of the slave NodeB+s.

6.2.3.2.5  
MBSFN Support
6.2.3.2.5.1     
MTCH Synchronization
Both MBSFN and soft combining have same requirements on PDCP/RLC/MAC processing to keep MTCH synchronization. It is recommended that same PTM UP protocol stack shall be adopted for both soft combining and MBSFN.

6.2.3.2.5.2     
System Information Synchronization
The system information in BCCH should keep synchronized across cells in MBSFN area.

There are 2 alternatives to realize this requirement.

Alt.1: OAM solution
Via OAM, for all cells in one MBSFN cluster, following configuration should be the same: the contents of system information block MIB, SIB 3/5/5bis/11, the segmentation of each system information block, and repetition and position of each segment.

Each NB+ in the MBSFN area does RRC coding of the system information according to OAM configuration.

One of the problems of this method is that to configure system information content as the same, every IE in system information, and the order of IEs in the list should be configured. 

Secondly, segmentation and scheduling for system information should be done by OAM. The configuration on how system information is segmented, repetition period and position of each segment should be defined by OAM. On system information update, configuration on segmentations and scheduling may also need to be changed.

Thirdly, to make sure all NB+s update the system information at exactly the same time, OAM should inform NB+s of the update time. This means OAM needs to be time synchronized with NB+s. 

Alt.2: CP solution
In this alternative, master implements RRC coding, segmentations for system information block, does scheduling to decide repetition and position of each segment.
The master signals the segments, scheduling information, update time and MBSFN cluster information to slaves NB+s in MBSFN area.

Slaves NB+s update system information according to the information received from master, at the update time in cells of the indicated MBSFN cluster. 

This method is similar to Iub procedure SYSTEM INFORMATION UPDATE. Compared to legacy architecture, no more OAM configuration is needed. No timing synchronization is required for OAM.

6.2.3.2.5.3     
MCCH Synchronization

Via Iur signalling, master NB+ informs slave NB+s of RRC coded MCCH messages, target MBSFN cluster information and the update time in air interface.

Slaves do RLC/MAC/PHY processing for the MCCH message. MCCH and RLC/MAC/PHY configuration in master and slaves involved should be configured the same.

Slaves update the MCCH in cells of indicated MBSFN cluster at the modification period according to the update time.

6.2.3.2.5.4     
MICH Synchronization

All cells in MBSFN cluster should update MICH according to MCCH message, specifically according to MBMS Modified Service message, in the modification period before the modification period in which the specified service configuration will change.
7
Agreements 

The main text of the document should start here, after the above clauses have been added.
7.1
Architecture for MBMS Improvement

· For all cases, except for the case where the submission of multiple MBMS services is allowed to be controlled in a dynamic way (multiple S-CCPCHs), the improved GGSN solution in 6.2.3.1 will be standardised.
· For the above mentioned exception (multiple S-CCPCHs) a C-Plane solution will be standardised which foresees to control resources within a cluster of NB+s from a central NB+. This C-Plane solution shall work with the U-Plane solution from the improved GGSN solution
8
Specification Impact and associated Change Requests

The main text of the document should start here, after the above clauses have been added.
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