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1. Introduction
This paper explains that AP (Application Protocol) layer activity checking procedure is foreseen necessary due to vendor specific node internal architecture implementation and 
2. Discussion

In the past RAN3 meetings, some papers [1-3] have addressed the concerning matters. 

[1] and [2] which were submitted during the stage2 discussion of E-UTRAN interfaces were not treated. 

[3] which was submitted in RAN3#59, explained that the procedure is needed for cases such as node removal, and upnormal breakdown, was not agreed with an argument that the connectivity checking per pair node is done by the transport layer (SCTP).

2.1 The necessity of Application Layer Activity Checking from implementation perspective
By definition, the path management function in SCTP is done between the transport layer endpoint, this function detects whether the peer endpoint is reachable or not, without the knowledge of activity of the application layer.
Therefore, as described in figure 1, in a node X comprising AP (Application Protocol) layer and Transport Layer, the following 3 cases may exist:

· First case: the whole node X is down.
In this case SCTP in node A (as the peer of node X) will detect a path reachability failure which will result to an endpoint failure (SCTP association down).
Node A will (re-) establish the SCTP association, and S1, X2 Setup procedure will configure the necessary configuration for application layer. 

· Second case: the SCTP function in node X is down
In this case SCTP in node A (as the peer of node X) will detect a path reachability failure which will result to an endpoint failure (SCTP association down).
Node A will (re-)establish the SCTP association, and S1(X2) Setup procedure will configure the necessary configuration for application layer.

Or if node X supports the ‘restart’ function, then the node X will perform the SCTP Restart function and create the previously established association.
· Third case: the AP function in node X is down
In this case SCTP endpoint between node A and X will experience no problem.
However, since the application layer in node X is inactive, node A has no means to know about it and AP layer messages will still be sent.
This abnormal condition can only be found out:

· in Node A (sender): after a certain number of AP layer timers expired, or 
· in Node X (the failed node): after several time SCTP notification (e.g. DATA ARRIVE notification, etc.) towards its ULP are failed. 
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Further, the time it takes to find out the above situation will be longer when there are only rare numbers of AP layer message, which in the end will cause an ineffective network service. 
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Case1: The whole node X fails (down) 
Case2: Transport layer of Node X fails

Case3: AP layer of Node X fails
Figure 1: Cases of failure in a node

Therefore to minimise such kind of deadlock situation in a Network Node, an AP layer level procedure is necessary.
All this time, RAN3 assumes that Application Layer Activity and Transport Layer Connectivity is somewhat connected, or processed in the same processor, so that performing Transport Layer connectivity checking, will already include Application Layer activity checking. 

However, since internal equipment architecture is a vendor specific matter, it would be difficult to assume that Transport Layer connectivity checking will already include the Application Layer Activity checking.
The above separation of processing for AP layer and transport layer is a significant necessity in MME implementation. Because in order to satisfy the requirement of scalability, i.e. processing large amount of eNB in one MME, apparently it is likely to be more efficient to separate the processor for transport layer and AP layer.
2.2 The necessity for this procedure resulting from E-UTRAN Architecture 

E-UTRAN adopted a distributed architecture, which in nature allows one to many connection between the MME and the eNB. One of the impact of this architecture is the necessity in the MME and eNB to have enough processing capability for the transport layer to perform a path management (HEARTBEAT included).
The load only for transport layer path management is foreseen to become significantly big when the MME is connected with a large number of eNBs. In addition the load will also increase when the operator attempt to make a more robust path management by reducing the HEARTBEAT signalling period much lesser than the recommended value, i.e. 30s, to e.g. 2-5s.
By specifying an AP level activity check procedure, the signalling will not only confirming that the AP layer is ‘alive’ but also all the transport network layer below it.

Hence, another advantage of having AP level activity check procedure is, it would be possible to reduce the necessary signalling and the necessary processing capability in the SCTP layer. 
3. AP layer Activity Check procedure

The usage of the proposed procedure

This procedure is initiated by an AP terminated node whenever necessary. For example, it can be triggered periodically or when a node noticed that there is no sending or receiving of AP layer message in certain duration of time.

By defining it as a class 1 procedure, within one procedure both way checking can be confirmed, i.e. the receiving node will be aware that the sending node is ‘active’ and the sending node will be aware that the receiving node is active ‘active’.
By defining it as a class 2 procedure, the procedure will become simpler. Although a node only can actively notify but passively received the ‘activity’ condition.
Figure 2 in the annex shows a a class 1 Application Layer Activity Check procedure is procedure.
4. Conclusion and proposal
The necessity of a procedure to check the activity of a node’s AP layer was explained.
There are two big advantages by specifying this procedure:

1. AP layer deadlock occurrences may be detected faster since AP layer activity checking and Transport Layer Connectivity checking can be done separately.

2. By performing AP Layer Activity Checking procedure, the signalling will not only confirming that the AP layer is ‘alive’ but also all the transport network layer below it, which will enable the decrease of HEARTBEAT signalling frequency.
It is proposed for RAN3 to discussed the necessity of the proposed procedure and agree on specifying the proposed procedure. If agreed, NTT DOCOMO is willing to provide the necessary CR.
ANNEX: Class 1 procedure of Activity Checking procedure:
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Figure 2-1: eNB initiated S1AP Activity Check procedure
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Figure2-2: MME initiated S1AP Activity Check procedure
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Figure2-3: X2AP Activity Check procedure
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