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Introduction

During last meeting the lookup of the IP transport layer address of a new eNB discovered by the ANR was discussed [1]. Historically this problem was initially discussed in Jeju at the beginning of the ANR discussion; it was claim the unnecessary of a standard the IP lookup functionality. This is let FFS in the 36.300 [2]. The IP lookup may be implemented by many different ways, DNS lookup, OAM check etc … Theses approaches consists in proprietary implementations which leads to interoperability issue or additional configuration work in case of multi-vendor deployment. We prefer to avoid this pain and that’s reason why are in favor of a standard solution.
The contribution briefly summaries the last meeting discussion and proposes a new alternative based also on S1 approach.
Discussion
The ANR process required a mechanism to retrieve the IP associated to an eNB newly discovered [2]:

4.
The eNB decides to add this neighbor relation, and can use Phy-CID and Global-CID to:

a
Lookup a transport layer address to the new eNodeB (FFS if this needs to be standardized by 3GPP).
b
Update its Neighbor Relation List.

c
If needed, setup a new X2 interface towards this eNodeB. The setup of the X2 interface is described in section 22.3.2.

During last meeting it was discussed the following alternative solutions:

1. Do nothing,
· Pros: No standard effort and proprietary implementation.
· Cons: Effort of coordination vendor to vendor will be increase, but may ANR be able to work in multi-vendor environment without standard transport Layer address lookup?

2. Fetch all information in NMS Network Data Base, or in OAM [1]. The  Network Data Base is one Data Base in the network where the eCGI, NRL, eNB Id and eNB transport Layer address are store,

· Pros: eNB may access to all information needed.
· Cons: It is not clear whether the itf-South is always activated, and fully open to all vendors consistent information for ANR lookup (this standard work aspect is on-going). This approach is out of RAN3 decision and if RAN3 would like to go on this way, SA5 shall be liaising. This alternative is also fully centralized approach.

3. Use a DNS request according to FQDN based on the eCGI [1],
· Pros: If the eNB builds a FQDN request easily from eCGI, the multi-vendor DNS architecture may be achieve without pain. A vendor-A should easily contact vendor-B DNS to get IP address of the new discovered eNB. 

· Cons:  The DNS data base need to be populate, it is one more Data Base in the network, with all the drawbacks; error, Update of the database … And some other questions may be rise, where is DNS, in O&M? Which group in charge of this standard effort for FQDN?
4. Use a S1 Handover was briefly discussed in previous meeting [3]; based on existing routing table in the MME and the eNB id, from the eCGI, the Source eNB may initiated a “blind” S1 Handover and expect to received TEID information of the new target eNB discovered by the ANR.
· Pros: The MME is a second existing database in the network which is able to provide the new eNB transport layer address. During a S1 HO, the MME may retrieve the IP address of the target eNB if the eNB is linked to the MME otherwise the MME is able to contact a second MME, to retrieve it. S1 HO takes the benefit of already existing protocol and information in the MME.

· Cons: S1 HO gets the TEID of the new/target eNB for S1 HO forwarding.  This may constrain the Target eNB implementation to be prepare to received some X2 setup, on a potential S1 forwarding dedicated TEID. It is also dangerous for UE service quality to send it with a “blind” S1 HO to an unknown target eNB  which may required a MME handover and without any information on capability of this Target eNB cell (same network? Handover Restriction … ?).
All theses alternatives present some advantages and drawbacks. They are also based on different approach, IP approach or a protocol approach.  However some basic principals seem to be interesting to preserve to ensure the lookup a transport layer address to the new eNB:
1. Do not additional source of human error and additional database in the network.
2. Reuse existing protocol and mechanism.

3. Minimize the impacts on UE drops and potential failure due to automation.

Based on these assumptions which make sense, a S1 solution should be better that’s the reason why we would like to present a new alternative to minimize the negative effect of the S1 HO solution.
Proposition

Up to the implementation, the ANR may take time to collect information and makes analysis before an eNB decides to trigger a new X2 link. The ANR function is not necessarily a dynamic function. From previous discussion on NRL management and past network experience on neighbor management, the ANR may also be considered as a part of  configuration operation.  That’s reason why an alternative of S1 HO may be to reuse the eNB Configuration Update procedures to request to the MME the transport layer address to the new eNB without trigger a S1 HO. 
If a source eNB detect a new eNB and the UE provides the eCGI of this new eNB, the source eNB may request to the MME to provide the transport layer address of this new eNB with an eNB CONFIGURATION UPDATE message. This procedure allows also to the eNB waiting and sending a request for multiple requests. Then the MME may acknowledge with an ENB CONFIGURATION UPDATE ACKNOWLEDGE, which contain the transport layer address used by the MME for the existing new eNBs in the same MME pool. 

If the MME does not identify an eNB, this information may be provided to the source eNB to inform it that this eNB is not in the same MME pool and X2 Handover is not possible to this new eNB.

This approach required the involvement of the MME in the global SON procedure. The MMEwas already involved in the setup/update procedure. If this kind of approach may be acceptable for RAN3, some additional improvements seems to be possible. Indeed the MME may contact other MME to get the Transport Layer information.  If RAN3 would like to continue investigation in this direction, some others group should be informed.
Conclusion 

We kindly ask to RAN3 to discuss the alternative of the DNS lookup a transport layer address to the new eNodeB. 
If RAN3 is agreed we proposed to open the relative CR on eNB Configuration Update procedures update for ANR.
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