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1. Introduction

Several proposals have been made during previous meetings regarding control plane messages routing in case of handover toward a CSG cell and have been captured in [1]. The aim of this contribution is to provide a comparison of the different mechanisms, in light of CT decision about CSG coding within the cell identity [2][3].
2. Discussion
In [2] and [3], CT1 decided to define the CSG id as part of the cell id of 28 bits, and to define 4 possible CSG lengths to cope with the four scenarios home, small enterprise, medium enterprise, and large enterprise.

Before that, RAN3 has decided [4] to have the eNB-Id part of the cell id:

"- either 20bits, which would allow to address 256 cells per eNB, 


- or 28bits, which would correspond to the typical home cell scenario "

The first case refers the macro-eNBs, while the second refers to femto base stations.
Indeed, we can summarise the following for a femto-eNB under CSG:

a) It manages 1 cell only
b) It broadcasts a CSG bit indicator

c) It broadcasts a cell id which is 28 bits long 
d) Its  CSG Id is a variable part of the cell id
e) Its  eNB-Id is equal to the 28 bits of the cell id.

To be noted that it is FFS if a femto base station could not use a CSG, or whether it is possible for an eNB fitted with several cells to restrict its access thanks to CSG mechanism.
The different methods already proposed in RAN3 at previous meetings and captured in [1] for routing control messages in case of inbound handover toward a CSG cell are named here after as follows:
· Method 1: Routing based on TAC and mapping table in neighbouring eNBs

· Method 2: eNB-ID sub-netting

· Method 3: Routing based on TAC and mapping table in the MME

2.1. 
Method 1: Routing based on TAC and mapping table in neighbouring eNBs

Transparency to HNB-GW
In case the HeNB is located behind a HeNB-GW, the neighbouring eNB uses the TAC to identify the HeNB-GW, translates it to HeNB-Id and then sends it to the MME as target-eNB Id in the HO REQUIRED command.

In case the HeNB is not located behind a HeNB-GW but directly connected to a MME, the neighbouring eNB may directly use HeNB-Id as target eNB-Id.

How the neighbouring eNB detects what identifier to embed in the HO REQUIRED command for routing purpose is FFS. Some possibilities are:

· TAC space is split,
· HeNBs broadcast an indicator depending on whether they are behind a HeNB-GW or not,
· The neighbouring eNB searches for the TAC against its mapping table and uses as target eNB-Id either the translated HeNB-GW id if the TAC is found, or the HeNB-Id if no mapping is found.
Method 1 is then is able to cope with HeNBs connected directly to MMEs.
Deployment constraints
One TAC is always served by a unique HeNB-GW, i.e. one TAC can't be configured in two HeNBs belonging to different HeNB-GWs, however HeNBs associated to the same HeNB-GW can have different TACs

Routing table size, routing effort
· MME sees the HeNB-GW as an eNB. Routing through a HeNB-GW is transparent for  the MME.

· Neighbouring eNBs shall have a mapping table to translate TACs into HeNB-GW-Ids. The table size can be limited to the number of different TACs allocated to HeNBs in the vicinity of a (macro) eNB. How the mapping table is built is FFS. It can for example be distributed by the MME; it can also be filled by the eNB itself requesting on-demand translation records to a DNS-like server.
The routing effort is put manly into the neighbouring eNBs.
Possibility for the MME to control CSG access

This point is FFS.
2.2. 
Method 2: eNB-ID sub-netting

Transparency to HNB-GW

The MME receives in the HO REQUIRED command a target eNB-Id corresponding to the target HeNB-Id. Depending on its routing table and on active S1 connections, it concludes that the HeNB-Id is directly connected or connected through a HeNB-GW. In this latter case, the MME uses sub-netting to find the HNB-GW-Id.

Method 2 is able to cope with HeNBs connected directly to MMEs: It is up to the routing procedure in MME to find whether a HeNB is directly connected to it or through a HeNB-GW.
Deployment constraints

Not standardising the sub-netting rules gives flexibility on sub-net sizes and sub-net number that can be deployed, however at the cost of planning constraints. Think about HeNB-GW1 using the subnet 1110 11111001 00000000 00000000, and HeNB-GW2 using the subnet 1110 11110000 00000000 00000000. What could be the routing rules if the MME receives a target eNB-Id equal to 1110 11111001 00111011 11000001? Indeed, sub-netting shall be carefully planned so as to avoid routing uncertainties if sub-netting rules are let out of standardisation.
Sub-netting the HeNB-ID space to address HeNB-GW put also another type of deployment constraints: Since all the concentrated HeNBs have to share the same sub-netting and since the CSG Id is part of the HeNB-Id, the HeNB-GW sub-netting is not independent from CSGs.

Consequently:

· All HeNBs belonging to a given CSG may have to be managed by the same HeNB-GW. 

· When a HeNB is moved from one place to another, it may have to change its HeNB-Id according to the new serving HeNB-GW, i.e. it may have also its CSG Id changed. Terminals having this CSG in their white list will have to be updated.
Routing table size, routing effort

The routing effort is located in the MM: Routing through a HeNB-GW does not impact neighbouring eNBs.
Possibility for the MME to control CSG access

The MME receives the HeNB ID in the HO REQUIRED command. It can deduce from it HeNB's CSG Id and make access control against UE's CSG white list stored as part of its UE context.
2.3. 
Method 3: Routing based on TAC and mapping table in the MME
Transparency to HNB-GW
The neighbouring eNB detects whether the HeNB is behind a HeNB-GW or directly connected to the MME thanks to TAC split. It embeds in target-eNB IE of HO REQUIRED message either the TAC or the HeNB-Id depending on the TAC range.
Method 3 is then is able to cope with HeNBs connected directly to MMEs.
Deployment constraints
1 TAC is associated to each HeNB-GW. HeNBs shall broadcast the TAC of the HeNB-GW they are associated with.
Routing table size, routing effort
Mapping table translating TAC to eNB ids are present in MME anyway. Thus the method does not require additional mapping table.

However neighbouring eNBs have to examine TAC to build the HO REQUIRED message with the correct target eNB-ID.
Possibility for the MME to control CSG access

This point is FFS.
3. Conclusion
Method 2 (sub-netting) as the advantage of having no impacts on neighbouring eNBs w.r.t. to routing signalling in case of inbound handovers, but, by coupling de facto HeNB-GW Ids and CSG IDs, it leads to deployment constraints that are seen as a serious drawback. 
Indeed, we prefer a solution based on method 1 or method 3. 
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