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Introduction

This document proposes to discuss the TNL Load definition in the context of the full eNB load definition for the load balancing.
Discussion
TNL Load definition

During the last RAN3 # 59 meeting, RAN3 Group has a basic agreement to split the load definition in 3 major components [2]:
· Radio Load: The Radio Load definition was already the subject of discussion agreements based on PRBs [3]. The improvement of this definition based on additional measurement [4] and refinement of PRBs [5] are still on-going. 
· Hardware Load: The Hardware Load definition should signal over X2 the issue inside an eNB to process new incomings UE. 
· Transport Network Layer (TNL) Load
The TNL Load definition should provide information over X2 subject to influence the load balancing decision between 2 eNBs. 

It seems obvious/useless to provide over X2 some TNL Load information, which provides the status of the current X2 link TNL load. Indeed the 2 eNBs are able to analyze and take appropriate action in case of TNL Load with neighbors, without providing explicit information.
The TNL Load information which may impact the Load Balancing decision is the TNL Load Status on S1. This information is not visible from an X2 neighbor eNBs.

Proposition 1: The S1 TNL Load information should be provided over X2 with the Load information
The TNL Load Definition is not only a matter of eNB properties, indeed the eNB interface  could be a Gig Ethernet and the S1 backhaul could be microwave, 100 Mbps Ethernet, or and E1. The TNL Load information should also reflect the S1 TNL dimensioning and the current load status.  The TNL Load is a permanent indicator; the indicator informs on the current status of the S1 TNL, it is not an overload indicator. Then the minimal basic information provided by an eNB on its S1 link to a neighbor is the maximum throughput capacity. The eNB may complete this information with a percentage of usage of the bandwidth used. This information gives a indication of the neighbor of the potential S1 TNL capacity of the eNB.  The MME Pool aspect and potential multiple S1 link should not be show in this information because it is up to the eNB to manage the UE within multiple S1 connection and provide global information to the neighbor which collapse all link information.
Proposition 2: The S1 TNL Load information, provided by an eNB over X2, is defined by 
1. The capacity of the associated S1 links 
2. The eNB estimation of the percentage of occupation of this resource 
This information may be added to the current Load Information exchange procedure.
Additional information may complete the S1 TNL Load information. It should be interesting to consider also the S1 TNL Load aspect according to the backhaul congestion status. The interest and the validity of this additional IP Backhaul congestion information should be considered more in detail and is still FFS.
Conclusion 

We kindly ask to RAN3 to discuss and debate on the definition of the TNL load information exchange over X2 and mainly the S1 TNL Load information definition.

If RAN3 is agreed to introduce the S1 TNL Load information overX2 as part of TNL Load information, we proposed to RAN3 to open the corresponding CR for TS 36.423 [8].
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