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1. Introduction
In RAN3 #60, the meeting discussed the automated selection of PCI in a distributed manner. For instance, [1] outlined the advantages of a distributed mechanism for selection of PCI. This contribution builds on that, to propose a complete mechanism for distributed PCI selection. 
Section 2.1 presents the baseline algorithm enabling distributed PCI selection. It consists of several steps. First the eNB sounds the environment to learn of PCIs in use in its vicinity. In parallel, it communicates with the OAM to learn of the valid range of PCIs. Finally, it can choose a PCI in the range by picking a valid PCI at random. Section 2.2 then presents an enhancement to the methodology by exchanging neighbor information over X2 – enabling a more optimal choice of PCI.  Section 2.3 discusses the eNB handling in case it becomes aware of PCI collision.
2. Discussion
2.1. Distributed PCI Selection Algorithm

The PCI Selection algorithm is composed of several steps. In this section, we outline the details of the steps involved.
2.1.1. Receiving valid range of PCI from O&M

The eNB needs to be aware of the valid range of PCIs that it may select from. This contribution proposes that the valid range of PCI for the eNB be configured by the OAM. Note that this step may (and should) be carried out in parallel to learning the neighboring PCIs (Sec 2.1.2).

The valid range of PCI may exclude certain PCI reserved by the operator for testing purposes, or the PCI space may be divided into macro cells and femto/pico cells. The range of PCI may also depend on geographical data of the eNB. By letting the OAM configure this, each operator gains the flexibility of apportioning the PCI space according to the needs of the deployment. The mechanism for configuring the valid range of PCI at the eNB should be standardized in SA5.

Proposal 1: RAN3 send an LS to SA5 requesting that the OAM configure a valid range of PCI on a self-configuring eNB.

An alternative to the OAM configuring the range of valid PCIs is to standardize this range. However, that is a very restrictive proposition, especially for heterogeneous networks. Such a scheme takes away flexibility of deployments and requires all operators to agree to a specific partitioning of the PCI space. 
2.1.2. Learning Neighboring PCIs

An eNB may include capabilities to detect the PCI of the neighboring cells over the air. The eNB can use this ability to learn the PCIs of as many neighboring cells as it can. Since the self configuration step is not time critical, it is acceptable for the initializing eNB to take several seconds in order to complete this process. 
Obviously, the eNB needs to avoid choosing any of these PCIs, in order to prevent PCI collision.

The eNB can also learn of its neighboring PCIs based on UE measurement reports. However, this is a chicken-and-egg problem since the eNB must start broadcasting a PCI before any UEs will connect to it. Consequently, this methodology may not be relied upon for the initial PCI selection. However, any neighboring PCIs subsequently reported by UEs may be stored in memory, and utilized in case the PCI selection algorithm needs to be re-run in the future (e.g. while changing a PCI).

Proposal 2: An eNB that is able to detect neighboring PCIs shall first read the PCIs broadcast by its neighboring eNBs. The eNB shall not select any of these PCIs.
2.1.3. Choosing PCI from valid range

Once the above two steps are completed, the eNB becomes aware of the valid range of PCIs, and also the PCIs that it must avoid. It can then select a PCI from the remaining pool of PCIs. Note that the remaining pool may be further refined by the methods described in Section 2.2.
This contribution proposes that the eNB select its PCI randomly from the remaining pool. The exact algorithm for PCI selection does not need to be standardized, and may be left to implementations. However, it must be ensured that the PCI selection algorithm selects the PCI from the valid set in a random fashion, i.e., a selection process where every eNB picks the first PCI in the valid range is prohibited.
Proposal 3: An eNB shall pick a PCI randomly, from its list of valid PCIs.
2.2. Augment PCI Selection based on neighbor information 
The PCI selection algorithm described above is fully localized – each eNB picks its PCI based on the neighborhood information that it learns. However, the selection of PCI may be significantly augmented if the eNBs share neighbor information over X2.  
2.2.1. Exchanging neighbor information over X2

As proposed previously in [3], exchanging the neighbor relation table (NRT) during X2 setup allows a new eNB to find out about the neighboring cells. The new eNB can further set up X2 interfaces with a subset of these new eNBs, and potentially learn of their neighbors. The first benefit, as described in [3], is to populate the NRT of a new eNB very quickly, greatly speeding up the ANR process. 

This mechanism also benefits the PCI selection algorithm. Once a neighbor is discovered by the new eNB, it can set up an X2 interface with this neighbor, and learn of all the neighboring cells, together with their PCI. And the new eNB can repeat this exchange with a subset of the newly learnt neighbors. By crawling to neighbors that are 2 or more hops away,  the new eNB can quickly learn of the PCIs of many more neighboring cells – that information may be used to augment the PCI selection algorithm. 
2.2.2. New Neighbor Information IE

This contribution proposes that the exchange of NRT over X2 not be limited to the X2 setup phase alone, as proposed in [3]. Instead, we propose to allow eNBs to exchange neighor information at any time and when needed due to changes in their neighbour relations. This can be achieved by defining a new message over X2 (e.g. NEIGHBOR INFORMATION UPDATE) or by adding a new IE to the existing eNB CONFIGURATION UPDATE message. 
Proposal 4: Introduce a new message over X2 or a new IE in the existing eNB CONFIGURATION UPDATE message to allow eNBs to exchange neighor information at any time and when needed due to changes in their neighbour relations. 
2.2.3. Augmented PCI Selection Algorithm 

Once an eNB is able to learn of the PCIs of its neighboring cells, as well as the PCIs of neighbors of neighbors, it can make a better judgement in selecting its PCI. For instance, if it is able to avoid all of these PCIs, then it has a good possibility to not only avoid collision, but confusion as well. Hence an eNB should try to avoid all known PCIs that are in use. Once the eNB decides that it has learned of enough neighbors (potentially multiple hops away) to select a good PCI, it can start transmitting. After the eNB starts transmitting, it may learn of more PCIs via measurement report from UEs and can use ANR function to further establish neighbour relationship with these cells (and subsequently with their neighboring cells, similar to during power-up).
Note however that it may not always be possible to avoid PCI confusion [1], especially in a dense heterogenous deployment. In such a situation, an eNB must avoid all PCIs that it learns on its own (Section 2.1.1) or is being reported subsequently by UEs – thus avoiding collision; but it may be forced to pick one of the PCIs learnt during neighbor discovery (Section 2.2.1) – encountering confusion.
Note that the femto/pico eNB should avoid choosing PCIs that are learned from NRT of neighboring femto/pico eNBs over PCIs that only existed in NRT of a macro eNB. It is likely that PCIs in NRT of neighboring femto/pico eNBs are in closer vicinity and have more potential to cause collisions, than PCIs that only existed in NRT of macro eNB.

It is safe to conclude that the neighbor information learnt over X2 can significantly enhance PCI selection algorithm, by improving the information available to it. Again, the exact details of the PCI selection algorithm need not be specified in standards, and should be left for vendor innovation. 
2.3. Flowchart for Distributed PCI Selection

In this section, we present a flowchart outlining the distributed PCI selection algorithm, as described above. Figure 1 shows the steps involved in choosing the PCI.
First, the eNB determines the valid range of PCIs that it may select from. This range is either standardized, or learnt from OAM.

Next, the eNB reads the PCIs of all the neighboring cells that it can detect. And it discards all these PCIs from its valid pool.

If the eNB is able to exchange neighbor information over X2, it does so. And discards as many of these PCIs as possible (as described above in Sec 2.2.3). 

The eNB takes the remaining pool of PCIs and selects a PCI randomly from it. 
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Figure 1: Flowchart for distributed PCI Selection
2.4. Recovery from Collision
Finally, a situation must be considered where a PCI collision occurs in spite of the best efforts of the selection algorithm. Note that the probability (however small) of a PCI collision always remains – two cells with an overlapping coverage area and having the same PCI may go undetected until the first UE shows up in the common area. The possibility of this scenario is unavoidable, irrespective of the PCI selection algorithm chosen (centralized or distributed). It is to be noted that using the neighbor information to select the PCI should hugely reduce the probability of collision, since PCIs of neighbors of neighboring cells are also taken into account.  
The detection of a PCI collision (when it happens) is being discussed in RAN2 (e.g. [4]).

When a PCI collision is indeed detected, it is critical to remedy since it may cause UEs to lose coverage. In such a situation, the eNB that learns of its PCI colliding with another should change its PCI as soon as possible, using the same algorithm as above.
Proposal 5: If an eNB becomes aware of its PCI being in collision, it shall autonomously change its PCI.
3. Conclusion
RAN3 has previously discussed the distributed selection of PCI. This contribution proposes a complete mechanism for selection of PCI in a distributed and localized fashion. Furthermore, by exchanging neighbor information over X2 [3], the performance of the PCI selection algorithm may be further enhanced.

The contribution asks that 3GPP adopt the following proposals:

Proposal 1: RAN3 send an LS to SA5 requesting that the OAM configure a valid range of PCI on a self-configuring eNB.

Proposal 2: An eNB that is able to detect neighboring PCIs shall first read the PCIs broadcast by its neighboring eNBs. The eNB shall not select any of these PCIs.

Proposal 3: An eNB shall pick a PCI randomly, from its list of valid PCIs.
Proposal 4: Introduce a new message over X2 or a new IE in the existing eNB CONFIGURATION UPDATE message to allow eNBs to exchange neighor information at any time and when needed due to changes in their neighbour relations.

Proposal 5: If an eNB becomes aware of its PCI being in collision, it shall autonomously change its PCI.
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