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1
Introduction
This paper handles an open topic from last meeting(s): E-UTRAN interface support of introduction and removal of MME nodes. It starts with a description and discussion of todays mechanism of eNB introduction.

2
Discussion
2.1
Introduction of new eNBs into the network

Currently, the following principle is followed for introducing a new eNB into the network:

The eNB is/needs to be configured prior to the S1 Setup with the following information

-
PLMN-Id(s) and TA-Id(s) it has to broadcasted in the cells it serves

-
eNB Global Id and eNB name

-
transport network layer address information to reach the MME (or MMEs within an MME pool).

Based on the MME address information the eNB should be in the position to setup an SCTP association and issue the S1 Setup procedure towards an MME node.

In case the CN is configured to consist of a pool of MME nodes, there are several possibilities to cope with that:

a)
either, the eNB receives the MME Group id only during the basic O&M configuration (which should be part of the Global MME Id) and checks out the actual MME node Ids within the pool by either 

a1)
requesting a server/service on the actual MME nodes within the pool (ala DNS)

a2)
check MME node availability within a certain address range (max 256 MME node per pool)

a3)
MME node address information is provided in the response of the S1 Setup Request from that MME that serves as a kind of “default” MME within the pool, i.e. that MME node in the pool which the eNB contacts first.

b)
the eNB receives configuration information for any of the MME nodes within the pool separately by O&M before S1 setup.

It needs to be stated that we should re-consider the currently supported configuration scheme from the scalability point of view. I.e. reducing configuration effort within network nodes which are deployed with in high multitude (eNBs) would be in line with the overall approach for LTE/SAE and should be regarded as being beneficial in principle.

2.2
Introduction of new MMEs into the network

The use case where new MMEs are introduced into a network should to be looked at from a scalability point of view as well. 

It should be commonly desireable to avoid an huge re-configuration effort for all the eNBs currently configured within a network. The current assumptions for the Setup of the S1 interface towords the new MME(s) is not at all a scalable solution. A better way of doing it would be to provide information from the MME pool to the eNBs, utilising already exisiting S1 connections, whereas it should be sufficient to provide the new MME pool configuration data once per pool towards the connected eNBs. 

This function requires additions to the E-UTRAN network functions. Several possibilities were already discussed in RAN3#59 for updating load balancing related information. The preferred approach would be to follow principles discussed in §2.1 for method a)

c)
One way to make the eNBs aware of the change within its serving MME pool would be to provide an O&M trigger that causes the eNBs to issue one of the methods described under a).

d)
Another approach would be to trigger the update of MME pool config data in eNB via S1AP means, i.e. via a MME triggered message towards the eNB (discussed in RAN3#59, RAN3#59bis as “S1 Setup Update”, which is regarded as a class 2. 
The actual trigger of this configuration update procedure to the eNB should come from one of the already configured MME pool elements which would require some kind of inter-MME communication (see figure 1), i.e. the already configured MMEs shall be informed about the fact, that a new MME is introduced to the pool by either O&M or by S10 interface signalling. 
This approach, if selected, needs to be liaised with the relevant WGs (SA2 and CT4).

2.3
Removal of MMEs from the network

A similar approach than the one described for introduction of MMEs can be taken for the removal of MMEs. It is expected that an eNB might get aware of the fact that an MME is removed by receiving an update of the “weight factors” from the MME pool with the “weight factor” of one MME being set to “zero”. However, it would be a bad design to simply remove an MME from the network without having the eNBs being informed that the S1 connection is broken by intention, the eNB might try to re-establish the connection otherwise, as the S1 interface is initialised from the E-UTRAN side.

Having the possibility to signal the removal of MMEs within the S1 Setup Update, might pose some questions on the actual coding of the respective information. One possibility would be to have “add” and “removal” items being indicated in the message, another possibility would be to signal the whole MME pool configuration data to the eNBs. This is outlined in the respective CRs.

2.4 Effective distribution of MME pool configured data

Following approaches a3) in §2.1 and d) in §2.2 (see figure 1), the necessity to provide TNL addresses per MME-node on S1AP (apart from Global MME-Id) becomes necessary. 

For eNB introduction

· only basic MME pool entry data are provided, so TNL and RNL info of a few MME(s) provided to eNB by O&M

· the contacted “default” MME(s) provides the complete list of eNB nodes to the MME(s) in the pool.

An is that the eNB needs to store only a few “MME pool entry data” (GUMMEI and TNL) and there is not interaction between RAN and CN O&M is required wrt to MME pool configured data. The CN nodes need to be co-ordinated by O&M, but this is kept in the CN domain. For redundancy reasons, more than one “MME pool entry point” should be configured within/by the RAN O&M.

Another advantage is that during network planning the operator has to provide only one set of MME data (or a 2nd as backup MME) for O&M (or for an autoconfiguration server). So the operator gains more flexibiltiy in time in the network planning. 
For MME introduction/removal this mechanism forsees that

· only one or a limited number of MME(s) provides the new MME pool configuration (new MME will be added in the list, a removed MME will be deleted from the list) to the eNB, which requires communication between the MMEs within the pool.

· the eNB is configured only with a few “entry points” for the MME pool which provides a list of MME node related information per configured MME pool element 

This is performed during the response of the initial S1 Setup procedure and in the MME initiated S1 Setup Udapte procedure in order to stimulate that finally the eNB is connected to all MMEs within the pool.

The network operator ensures that the provided MME pool configuration in the S1 Setup (at intial S1 Setup) and S1 Setup Update is correct so that the concerned node (receiving node) just stores the new configuration and takes it into use after the reception.The provided list of MMEs in the MME pool configuration doesn’t force the eNB to establish more S1 Setup connections than supported in the concerned eNB. (However, it should be noted, that eNBs not able to support S1-flex for all MMEs in the pool may cause intra-pool inter-MME mobility.)

In case the eNB would receive contradicting configuration data a simple rule would require from the eNB to always use the latest configuration received by the CN. 
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Figure 1: Effective distribution of MME configured data

2.5
S1 functionality 

When following approaches a3) in §2.1 and d) in §2.2:

-
In order to allow the CN to inform the eNB about the current MME pool configuration at initial S1 Setup, the S1 SETUP RESPONSE message shall contain in case of MME pool deployment a list of MME node related information per configured MME pool element, basically consisting of TNL addresses.

-
The usage of the S1 Setup procedure should be restricted to the initial S1 connection setup, informing the CN about any update of the eNB configuration (if identified later on to be necessary) should be performed by a separate procedure. One exception is the case of an MME introduction; for this case the eNB triggers the Setup procedure after receiving the S1 Setup Update to the new MME for the intial S1 establishment. 

-
In order to allow the CN to inform the eNB about any change in the MME pool configuration (removal/introduction of MMEs) a new class 2 S1 Setup Update procedure is defined, which contains MME node related information as described for the initial S1 Setup above.
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Proposal

For the enhancement of the eNB introduction scheme, it would be good to align with the MME introduction scheme and allow the eNB after having contacted a “default MME” at the initial S1 Setup to further MME pool configuration info via the S1 Setup response.

For the introduction/removal of MMEs into the network, we prefer an approach, where the eNB is provided with MME pool configuration information via S1AP means. For the sole purpose of introduction/removal a new class 2 procedure S1 Setup Update should be defined.

The actual changes are outlined in [1]
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