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1
Introduction
At RAN3#59bis meeting, there were some discussions about MBMS architecture for HSPA+, and 2 solutions for MBMS over HSPA+ architecture were presented in that meeting:

· Solution 1: SGSN-based
· Solution 2: Iur-based
This contribution describes some detailed analysis of Iur-based solution for MBMS architecture over HSPA+ from another aspect.
2
Background
In common, there will be lots of legacy RNCs and/or NodeB+s within one SA, where several SGSNs are probably involved in and may cover more than one pool area. This means that each legacy RNC/NodeB+ may be connected to different SGSN(s), which may belong to different pool areas.

Actually, NNSF is not a serious problem for Release 6 and Release 7 RNC when MBMS session management is handled, since the NNSF case will not impact MBMS session transmitting path. The sessions need to be sent to the only corresponding RNC. However, the situation is totally different for MBMS over HSPA+. In HSPA+ architecture, one SA probably consists of several legacy RNCs/NodeB+s, which are connected to different SGSNs. 
Then, the following questions rise: what is the impact of NNSF and non-NNSF on MBMS over HSPA+.
3
NNSF vs. Non-NNSF
· Non-NNSF case[Figure 1]
In this case, each legacy RNC/NodeB+ is connected to only one SGSN, which may be different from each other and which may not belong to same pool area.
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Figure 1: Non-NNSF case

· NNSF case[Figure 2]
In this situation, each legacy RNC/NodeB+ is connected to, at least, one pool area. That legacy RNC/NodeB+ is connected to one pool means the legacy RNC/NodeB+ is connected to all the nodes within the pool.
From 23.236-700:

Pool-area: A pool area is an area within which a MS may roam without need to change the serving CN node. A pool area is served by one or more CN nodes in parallel. All the cells controlled by a RNC or BSC belong to the same one (or more) pool area(s).
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Figure 2: NNSF case

4
2 Alts for current Architecture
4.1 MBMS Session Start

Currently, there are two proposals for the transmitting path of MBMS Session Start message for MBMS over HSPA+.

· Alt.1: From SGSN(s) to all NodeB+s/RNCs
· Alt.2: From SGSN(s) to Master RNCs/NodeB+s
Due to Section 3, we split MBMS session management into two scenarios when discussing the above 2 alternatives, and then the corresponding analysis on what the 2 alternatives work based on current architecture is shown.
4.1.1 Non-NNSF case

Since each legacy RNC/NodeB+ is only connected to one SGSN and different NodeB+s/legacy RNCs may be connected to different SGSNs.

· For Alt.1
Each SGSN can send sessions to the relevant RAN node(s), without considering the master issue. In this case, there seems to be no impact on SGSN. 
For master legacy RNC/NodeB+, it should know the whole mapping relationship. Even if some slaves don’t belong to the same SGSN as the master does, the master has to configure the relationship list for the purpose of radio resource coordination and others. It seems possible for the master not to send the session to the slaves again. SGSNs are independent to each other, i.e, SGSN1 may send different sessions compared to SGSN2, SGSN3 and SGSN4. At this moment, the master has nothing to do with the specific session from SGSN1. And yet, the issues of synchronization and radio resource coordination still need to be done. Information exchange over Iur interface is unavoidable. 
Therefore, Slave1 shall still notify the master about what kind of session it received and other information in order that the master can ensure that there will be enough resource for this session, and no conflict will happen, including synchronization. 
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Figure 3: MBMS Session Start flow: Non-NNSF case

· For Alt.2

Each SGSN should have the knowledge of which node the master is. For example, in Figure 1, SGSN1, SGSN3 and SGSN4 shall know that there is no master node connected to them, while SGSN2 shall differenciate which one the master node is, slave3 and the master in Figure 1. Then, SGSN1, SGSN3 and SGSN4 shall not send any MBMS session to slave nodes, and SGSN2 will send session only to the master legacy RNC/NodeB+, not to slave3. So, even slave1, e.g, is only linked to SGSN1, it can not receive any session from SGSN1. Of course, there is no response from slave1 to SGSN1 as well. The only way that slaves can get session is via master node.
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Figure 4: MBMS Session Start flow: Non-NNSF case—Alt.2
First, SGSN shall know the information on SA and the master. Especially, the SGSN linked to the master legacy RNC/NodeB+ should have knowledge of all session information relative to the master and the corresponding slaves. For example, in Figure 1, the master shall not only know about SGSN2, but also SGSN1 and SGSN4. If so, the relevant information will have to be pre-configured in the master and SGSN2 or to be transmitted to them in order to let them know about other SGSNs, and what other SGSNs want to do, and what session other SGSNs are to send…and if a certain slave has different SGSN from master does, configuration should be done in the master for the relationship between master and the slave. From this aspect, some coordination is needed in both CN side and RAN side. If only SGSN1 send a certain session to slave1 and slave2, SGSN2, 3 and 4 have no idea about this session. Then, SGSN1 has to transmit this session to SGSN2 firstly in this case. And, SGSN2 relays the session to the slave2 and slave 3 via the master. So, it is necessary for SGSN to know which SGSN is linked to the master RAN node. 
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Figure 5: MBMS Session Start Flow from different path: Non-NNSF case—Alt.2
Another way is to send all the relevant sessions to the SGSN2 instead of other SGSNs. It seems that there should be some ways to let sessions know which path they need. Only the SGSN connected to the master should have all the sessions, while other SGSNs have none.

[image: image6.emf] 

Slave1: L egacy  RNC/eNB   Slave 2 : L egacy  RNC/eNB     Slave 3 : L egacy  RNC/eNB     Slave 4 : L egacy  RNC/eNB    

Iu  

Iur  

Master  L egacy  RNC/eNB  

SGSN 3   SGSN 2   SGSN 1  

Pool 1   Pool 2  

SGSN 4  

BM - SC  


Figure 6: MBMS Session Start Flow from same path: Non-NNSF case—Alt.2
4.1.2 NNSF case

Each legacy RNC/NodeB+ is connected to, at least, one pool area. That legacy RNC/NodeB+ is connected to one pool means the legacy RNC/NodeB+ is connected to all the nodes within the pool.

· For Alt.1

SGSNs send one session to all RAN nodes connected to them, while the master may not know the sessions from other SGSN belonging to another pool area. Just like Alt.1 in section 4.1.1, the master needs to know the information of the specific session and the corresponding slaves, since the master has to coordinate radio resource and handle synchronization issue, especially for the reason that the master may have no idea about some sessions sent by other SGSN instead of the SGSN(s) connected to the master legacy RNC/NodeB+. Meanwhile, SGSN is possible to have no idea on which legacy RNC/NodeB+ is master.
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Figure 7: MBMS Session Start flow: NNSF case—Alt.1
· For Alt.2

The master SGSN (The SGSN connected to the master RAN node) should be specified to other SGSNs, or all sessions shall be sent directly to the master SGSN. Same as the case of Alt.2 in Section 4.1.1
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Figure 8: MBMS Session Start flow: NNSF case—Alt.2
4.2 MBMS Session Start Response

To align with Section 4.1, we still need to discuss 2 cases:
4.2.1 Non-NNSF case

· For Alt.1

In this case, MBMS Session Start Response can be handled just due to the current TS; no special measurement may be needed. It means that both Iu signaling connection and Iu bearer shall be established between SGSN pool and each slave/master, while the case that Iu signaling connection is established only, that Iu bearer is established only or that neither is established shall not happen, since different SGSN can send different session.
Shall slave transmit the response message to the master? It is possible to exchange some specific information, for e.g., radio resource cooridination, between the master and slaves.
· For Alt.2
For this alternative, the only way is to respond the MBMS Session Start Response message to the master, then to the master SGSN. And, it is impossible to setup Iu signaling connection and/or Iu bearer between other SGSNs except the master SGSN and slaves. Both the Iu signaling connection and Iu bearer can only be established between the master SGSN and the master legacy RNC/NodeB+.

Nevertheless, the master SGSN has to deal with some specific sessions, for the master SGSN handles all the sessions relative to the slaves and the master legacy RNC/NodeB+. For example, a certain session is sent to slave1, which may be out of controlled by SGSN2. When SGSN2 receives this kind of message, it should do something as the controlled SGSN, SGSN1, does. Unfortunately, this brings much more burden to the master SGSN, and the CN has to do some modification on TS to align with this point.
Here, one question rises on whether only one MBMS Session Start Response message is sent to the master SGSN or not. Maybe each slave is needed to respond MBMS Session Start Response message. This seems necessary when some slaves are not controlled by the master SGSN. For example, SGSN1 needs to know what the status of slave1 looks like. No matter how SGSN1 gets the information about slave1, MBMS session start message, at least the specific information, from slave1 has to be transmitted from the master legacy RNC/NodeB+ to the master SGSN.
One disadvantage is that some specific information for a specific SGSN may be not known by other SGSNs. 

4.2.2 NNSF case

· For Alt.1

Though, there is possibility to feedback MBMS Session Start Response message to each SGSN in one pool or more pools, we propose to setup Iu signaling connection and Iu bearer on only one SGSN for one slave/master. This is also to align with Non-NNSF case.

Due to the current specification, slave or master should send the response message only to the SGSN, over which the slave or master decides to establish Iu signaling connection and Iu bearer, while neither Iu signaling connection or Iu bearer should be established on other SGSNs.

· For Alt.2

Since session is only sent from the master SGSN to the master legacy RNC/NodeB+ and slaves receive it from the master, no MBMS Session Start message is from another SGSN, it’s unlikely to send response message to other SGSNs except the master SGSN.
5
Proposal
Based on the above discussion and analysis, we have the following new alternative:
When the master legacy RNC/NodeB+ and the slave legacy RNC/NodeB+ receive MBMS session start message from the corresponding SGSN, the slaves respond MBMS session start failure messages to the related SGSN with the reason that it is not the master, and neither Iu signalling connection nor Iu data bearer shall be established between the SGSNs and the slaves. 
For broadcast mode service, the slaves may need to know if the master is also located in the same SA as the master knows if the slaves share the same SA due to the received MBMS session. If the slaves have the knowledge, they do no need to send the MBMS session start message to the master. If not, the slave has to forward the MBMS session start message or the associated service information to the master. Details why master not get session start? Same consideration as below case?
When the master gets MBMS session from SGSN or slave, the master shall establish Iu signalling connection and Iu bearer towards the corresponding SGSN for the related MBMS session, with responding MBMS session start response message.
For multicast mode service, sgsn will send session start to rnc which registered to sgsn, the registation may be either implicit or explicit.
Consider the scenario that the slaves register to SGSN implicitly due to UE linking and activation of a multicast service, and the master does not register to any SGSN. On session start, SGSN will send session start message to slaves, but not send to the master. In this case, the master may not get session start message. To avoid this problem, the master shall register to SGSN by means of sending message “MBMS Register”. 
Example 1:

When the master receives a certain session from SGSN, the master shall act due to the current TS.

Example 2:

When session 4 is sent only to one or several slaves except the master, e.g slave 4, slave 4 shall forward session 4 to the master legacy RNC/NodeB+. When the master receives this session, it shall establish Iu signalling connection and data bearer towards SGSN4 for this session.
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Figure 9: MBMS Session Start flow (Example 2)
6
Conclusion
This contribution shows some detailed discussion and analysis on MBMS architecture over HSPA+, and Section 5 is proposed to be agreed.
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