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Introduction

This document proposes to discuss the following aspects of the load balancing:

· The  Load definition:
· TNL load definition

· Hardware Load definition

· The load reporting across X2

The document concludes by a proposition for the following TR 36.902 [1] sections 
· 4.6.2.1 Input data, definition of Measurements or Performance data

· 4.6.2.2. Output, influenced entities and parameter

· 4.6.2.3 Impacted specifications and interface
Discussion
Load definition

During the last RAN3 # 59 meeting, RAN3 Group has a basic agreement to split the load definition in 3 major components [2]:
· Radio Load: The Radio Load definition was already the subject of discussion agreements based on PRBs [3]. The improvement of this definition based on additional measurement [4] and refinement of PRBs [5] are still on-going.
· Transport Network Layer (TNL) Load: The TNL Load definition should provide information over X2 subject to influence the load balancing decision between 2 eNBs. 

· It seems obvious/useless to provide over X2 some TNL Load information, which provides the status of the  current X2 link TNL load. Indeed the 2 eNBs are able to analyze and take appropriate action in case of TNL Load with a neighbors, without providing explicit information
· The TNL Load information which may impact the Load Balancing decision is the Load Status on S1. This information is not visible from an X2 neighbor eNB.

· Proposition 1: The S1 TNL Load information should be provided over X2 with the Load information
· The TNL Load Definition is not only a matter of eNB properties, just because the interface to the eNB could be a Gig Ethernet and the backhaul could be microwave, 100 Mbps Ethernet. The TNL Load is also relative to Backhaul congestion but IP Backhaul congestion should be considered as a different thread and not necessary linked directly to the TNL Load. TNL Load is a permanent indicator and an event trigger indicator in case of congestion. The minimal basic information provided by an eNB on S1 link is the maximum throughput capacity. The eNB may complete this information with a percentage of usage of the bandwidth used. The potential multiple S1 link should not be reflected in this information because it is up to the eNB to manage the UE within multiple S1 connection. 
·  Proposition 2: The S1 TNL Load information, over X2, provided by an eNB, is defined by the capacity of the S1 links and the percentage of occupation of this resource. 
· This information may be added to the current Load Information exchange procedure.
· Hardware Load: The Hardware Load definition should signal over X2 the issue inside an eNB to process new incomings UE. Even an eNB good implementation has anyway some processing limits. The characterization of the Hardware Load is tricky because, 

· it is fully dependant of the internal choice of design and implementation of the eNB,
· some resource 3G-like e.g Channel Elements could be dynamic in  LTE then they don’t really reflect the characteristics of the hardware issue,

· the number of users  is not a necessary hardware limitation cause due to the DRX usage and the scheduler capability, there is no real limitation on users number

· the users profile and activity may be a bottleneck, but this managed by CPU based usage and proprietary implementation in the different component of the eNB,

· CPU based approach on memory usage, on ciphering capability , on buffer size,  on queues …  may be a part of the  hardware Load definition, but, again, all theses parameters are implementation dependant, passing theses information over X2 do not reflect hardware issue in the eNB without knowledge of the node design.

It seems to be difficult to have real effective Hardware information over X2 which should be well understood by a neighbor eNB from another manufacturer. These are the reasons why the approach of the Hardware Load definition should be considered as generic.
· 
Proposition 3: The Hardware Load information, over X2, provided by an eNB, is defined a generic indicator: No Load/Loaded/Heavily Loaded/ Overloaded. 
· Theses information may be added to the current Load Information exchange procedure.
According to theses propositions (1-2-3) next chapter proposes a text update for section 4.6.2.1 “Input data, definition of Measurements or Performance data” of the TR 36.902 [1]

Reporting of load across X2

During the last RAN3 meeting two proposal were made on the way to exchange the Load Information over X2, a Single procedure based approach [6] and a Master based approach [7]. Both of theses approachs merge the ICIC Load exchange with the Load Balancing exchange over X2. 2. The merge doesn’t preclude a permanent exchange of all information, mainly Load Balancing should be sending only in Load cases.. The following table highlights, in red the drawbacks, in blue the benefits of each approach for the load balancing use case:

	
	Single procedure approach
	Master approach

	Load Balancing Behavior
	A single procedure is triggered from S-eNB with possible response 
	S-eNB request a periodical or Event Triggered  report. 

	- Trigger (When start)
	Load over a defined Threshold
	Load over a defined Threshold

	- Target Nodes
	All?
	Selective request of neighbors load information

	- Periodicity of exchange
	Periodic configured on  OAM
	S-eNB decides on the event trig or periodicity of reporting measurement
Drawback wrong or unsupported reporting in T-eNB? (Reject procedure)

	-  Data Exchange
	Provide the Load to the T-eNB

Request information from T-eNB
	Provide the Load to the T-eNB

T-eNB report periodically

	- End (When stop)
	When does Load reporting end?
	Termination process from S-eNB

	- Complexity
	Easy implementation
	Complexity required reject procedure

	- Messaging
	Cross-over of message managed possible from S-eNB and T-eNB
Less Messaging in case of cross-over
	Each Master eNB in can request the report based on its RRM algorithm. The Slave eNBs provide the reports as requested by Master eNBs.

There is “no cross-over” because the master node manage the procedure, but the number of message should be important


	SON Interaction/Decision
	SON interaction independent
	Interaction with SON is possible during Master actions

	- Decision Location
	In the eNB or above eNB
	In the eNB or above eNB

	- Registration
	No SON start/Stop declaration to the T-eNB
	Start/Termination process should be an advice of on-going SON algorithm running 

	- Stability
	S-eNB and T-eNB may takes opposite decision
	Registration advice the T-eNB of risk of instability


Notre: the information italic in the table are expectation not clarified in [6, 7].
From the previous table, it seems the Master approach allows a better interaction with the SON algorithms, the T-eNB is aware that’s the on-going master process also includes SON change inside the S-Master-eNB. The Master-eNB is also more able to control its own parameters effect with the reporting feed back from the T-eNB (e.g. watching traffic balancing). 
Proposition 4: the initiated eNB (Master) should be able to request periodic reporting form a T-eNB (slave).
Proposition 5: The Load balancing procedure exchange is an indication of SON activation algorithm. 

Proposition 6: A dedicated IE or a termination procedure should be used indicated the end of SON activities and of reporting even Load persists.
In a multi-vendor context, the initial trigger of the Load Balancing activist should be coordinated by a central node and the policies threshold shall be aligned thought the multi-vendors.

Proposition 7: The trigger threshold of Load Balancing exchange shall be defined above the eNB.

Concerning the measurement; we propose to RAN3 briefly discussed if the decision of the mode periodic/event trig and their components shall be defined in the eNB or in OAM.
Text proposal to TR 36.902
4.6.2
Solution Description

General features of the solution are as follows:

· Functionality: an algorithm decides to distribute the UEs camping and/or delay or advance handing of the UEs over between cells and thus to balance the traffic load between cells.

· Actions:

· An eNB monitors the load in the controlled cell and exchanges related information over X2 with node(s) residing the algorithm for load balancing. The exchange of the load information over another interface instead of X2 is FFS.

· An algorithm identifies the need to distribute the load of the cell towards adjacent cells, e.g. by comparing the load among the cells, the type of ongoing services, the cell configuration, etc.

· The handover margins and/or cell reselection parameters between the cell controlled by the eNB and one or more neighbouring cells are modified in a coordinated manner in both cells to avoid any problems with for example ping-pong.

· Expected results:

· According to the cell reselection and handover mechanisms, part of the UEs at the cell border reselect or hand over to the less congested cell;

· In the new situation the cell load is balanced.

· Increased capacity of the system.

· Minimized human intervention in network management and optimization tasks.

4.6.2.1
Input data, definition of Measurements or Performance data

Input source (all some input may be optional depending on the specific algorithm) for Load Balancing purpose are: 
· The PRBs measurements;

· M1
Physical resource block usage for GBR (real time traffic) on UL

	Definition
	Physical resource block usage on UL, is determined for the ratio (percentage) of the used PRBs for GBR (real time) traffic over the available UL PRBs over a certain time interval, and is measured per cell. Any non-scheduled transmissions and retransmissions should also be counted as used.


· M2
Physical resource block usage for non-real traffic on UL

	Definition
	Physical resource block usage on UL, is determined for the ratio (percentage) of the used PRBs for non-real traffic over the available UL PRBs over a certain time interval, and is measured per cell. Any non-scheduled transmissions and retransmissions should also be counted as used.


· M3
Physical resource block usage for GBR (real time) traffic on DL

	Definition
	Physical resource block usage on DL, is determined for the ratio (percentage) of the used PRBs for GBR (real time) traffic over the available DL PRBs over a certain time interval, and is measured per cell. Any non-scheduled transmissions and retransmissions should also be counted as used


· M4
Physical resource block usage for non-real time traffic on DL

	Definition
	Physical resource block usage on DL, is determined for the ratio (percentage) of the used PRBs for non-real time traffic over the available DL PRBs over a certain time interval, and is measured per cell. Any non-scheduled transmissions and retransmissions should also be counted as used


· Additional L1 measurements (e.g. related to UL and DL power) are being investigated further, but RAN1 has not yet reached a final conclusion. 
· The S1 TNL Load information: the maximum throughput capacity of S1 and percentage of usage of the bandwidth used.
· The Hardware Load information, defined as No Load/Loaded/Heavily Loaded/ Overloaded.
4.6.2.2 
Output, influenced entities and parameter

A SON function may modify the following parameters to achieve the UE Blancing from one eNB to an other:

· Threshold
· Hysteresis
· Offset
· Priority
4.6.2.3
Impacted specifications and interfaces

To ensure the Load Balancing, the initiated eNB should be able to required periodic reporting form a neighbourgs. The Load balancing procedure exchange is an indication of SON activation algorithm. The imitate Node should advice the neighbors of the end of the SON function activities.
Conclusion 

We propose to RAN3 to discuss the following proposition and to be agreed on the text proposal for the TR 36.902.
Proposition 1: The S1 TNL Load information should be provided over X2 with the Load information

Proposition 2: The S1 TNL Load information, over X2, provided by an eNB, is defined by the capacity of the S1 links and the percentage of occupation of this resource. 

Theses information may be added to the current Load Information exchange procedure.

Proposition 3: The Hardware Load information, over X2, provided by an eNB, is defined a generic indicator: No Load/Loaded/Heavily Loaded/ Overloaded. 

Theses information may be added to the current Load Information exchange procedure

Proposition 4: the initiated eNB (Master) should be able to required periodic reporting form a T-eNB.
Proposition 5: The Load balancing procedure exchange is an indication of SON activation algorithm. 

Proposition 6: A dedicated IE or a termination procedure should be used indicated the end of SON activities and of reporting even Load persists.
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