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1 Introduction 

RAN3 has discussed the need to specify an S1 control plane overload mechanism. SA2 has included such a mechanism in 23.401.

In this paper we discuss the problems of an S1 AP OVERLOAD START and STOP procedure, and we describe why there is no need for this feature since SCTP already provides an overload control mechanism.  
2 Problem description and proposed solution
The overload mechanism described by SA2 and proposed in RAN3 [3] is to only allow emergency calls in an eNB that receives OVERLOAD START message. 
If the MME sends this message to all eNBs, as proposed in [3], then the MME will be off loaded very quickly and then it will send OVERLOAD STOP to all eNBs. This leads to a new overload situation. Hence, an oscillation in load may occur.  

To prevent this behaviour the MME could send OVERLOAD START to only some eNBs. SA2 clarifies that the MME sends the message to some eNBs and the MME should select the target eNBs randomly. Then the users that are blocked from service in one cell may go around the corner and get access in another cell belonging to another eNB. The MME is then probably not offloaded as much as the traffic generated from the blocked eNB, and some eNBs that offers service may be overloaded both in control plane and user plane. 

The brutal on/off overload mechanism probably needs to be triggered based on rather long term filtered load to not cause traffic oscillations due to short term load peeks. Hence, it would be a slow process, and eNBs that are blocked might be blocked for longer time than necessary. In fact, the process would not be suitable for short term traffic peaks at New Years. There will also be a SCTP flow control mechanism which is based on (short term) buffer status variations, see description below. When some eNBs are blocked then the SCTP flow control has already reduced the signalling flow. Since some eNBs stops their signalling except emergency calls the SCTP opens up again. Hence, the eNBs that are not blocked increase their flow. The blocked eNBs may then be blocked for a very long time whereas the non-blocked eNBs have excellent S1 signalling without any delay. Even further interaction problems between S1 AP overload and SCTP flow control can be expected.
To perform the S1 AP overload protection, the MME needs to perform a lot of signalling in a situation where the resources are needed at most. Not sending any message would be better and let SCTP flow control handle the situation.

Using a step size load reduction mechanism as over Iu, and proposed in [3], would be a higher layer flow control mechanism identical to SCTP flow control and hence unnecessary feature that just increase capex. Having two alternative mechanisms will lead to inter-operation problems. 
2.1 SCTP based overload control

SCTP provides congestion control functionality that includes congestion control both for the intermediate transport network infrastructure and the SCTP receiver. Although ‎[2] does not specify exact algorithm for SCTP receiver side congestion control and receiver buffer management (this is implementation specific functionality), it does provide the mechanisms for SCTP receiver to control the transmission rate and defines the behaviour of SCTP transmitter.  

The SCTP receiver congestion control is based on the control of advertised receive window where
a) peers signal the amount of memory allocated (a_rwnd) for the association with INIT/INIT ACK messages;
b) at buffering of received messages, reception window (a_rwnd) is decremented according to the number of bytes buffered;
c) when messages are delivered to the higher layer protocols, a_rwnd is incremented according to the number of bytes delivered to higher layer protocols;
d) current a_rwnd is signalled to the transmitter in SACK messages and therefore allowing the receiver to regulate the transmitters rate according to the processing capabilities of higher layer protocols in the receiver.

Considering now the situation where the receiver is overloaded:

a) transmission buffer on the transmitter side may start to increase if the higher layer protocols on the transmitter side continue sending data at rates above receiver processing capabilities;

b) that may, e.g. based on the transmit buffer utilisation level, trigger congestion notification to the higher layer protocols on the transmitter side;

c) similarly, decreased transmit buffer utilisation level may trigger congestion abatement notification to the higher layer protocols on the transmitter side;
d) the above capabilities would allow the higher layer protocols to reduce the traffic at the source and prioritise higher criticality messages, e.g. Initial Ue Messages for emergency calls.

In case that the overload situation prevails for a long term then SCTP receiver congestion control will advertise a low (or very low) receive window during the overload situation. Hence, SCTP flow control can handle long-term overload situations as well as short-term overloads.
The congestion control mechanisms described above are widely used in case of SCTP based signalling transport and those SCTP properties were considered crucial in selection of signalling transport protocol stack ‎[1]. As SCTP is also used for X2 signalling transport, the solution described here is equally valid for X2.
3 Conclusion and proposal
It is the responsibility of the SCTP receiver, according to ‎[2], to maintain the receiver buffer and notify the transmitter about its
 ability to receive data in a timely manner. The latter is exactly the functionality considered to be provided with potential introduction S1 Overload control procedure discussed in e.g. ‎[3] and ‎[4]. It should also be noted that prioritisation of certain type of S1AP procedures, e.g. Initial Ue Messages for emergency call, can at least equally well be coupled with SCTP provided congestion control. SCTP receiver congestion control with required functionality for this purpose is integral part of many commercially available SCTP implementations and hence well proven concept. 
Further, S1 Overload control procedure does not only duplicate the functionality provided by SCTP but inclusion of competing congestion control procedure on S1AP could result in misalignment between the two layers of congestion control and effectively result in poor congestion control and procedure/message prioritisation. Moreover, having two alternative mechanisms will lead to inter-operation problems.
We hereby propose not to introduce S1 Overload control procedure but use congestion control functionality provided by SCTP instead. That may be coupled with prioritised transfer of some S1AP messages. The same principles should also be used for X2 signalling transport if necessary.
We propose that RAN3 agrees to the proposal and the CRs in [5] and [6]. 
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� Receiver in this context includes the user of SCTP transport service. Hence in the context of S1-C it includes S1AP termination function and even Ue context handling functions
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