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Introduction

This contribution meditates on load balancing mechanisms currently under discussion for the S1 interface.

2
Discussion
2.1
Load balancing principles
In the following main properties of Load balancing are given:
Load Balancing 

· is related to the c-plane handling only

· can be seen as  “normal” operation in the network which is not exceptional (in contrast to overload situations)

· enables the network to ensure equally loaded MMEs within a pool area.
Note, that due to the statistics of large numbers equal distribution of registered users among MMEs within a pool can be regarded as a mean to equally distribute C-plane processing load among MMEs..

· Equally loaded MMEs guarantee reasonable behaviour of MMEs in case an overload situation occurs

· In order to avoid load-oscillations, long time scales for changing the assignment of UEs to MMEs shall be envisaged. Again, the possibility to “play” with statistics (high number of UEs per MME) makes it possible to introduce rather simple and hence robust mechansims.
· typically, no periodic indication of MME load towards eNBs should be provided in near-to-overload situations because this would result in not predictable control-loops across n:m node relations. Most probably each (RAN) node applies its own algorithm on such information and thus it is very likely that this results in oscillations in the load balancing behaviour of the overall system.
· Simple configuration of the S1 Flex function within the eNB, taking into account different weight factors for UE assignment to MMEs at new entry
2.2
Load Balancing mechanism

2.2.1
Discussion along Use cases:

Two following  cases needs to be considered for which load balancing should be supported (in addition to the basic functionality which caters for equally loaded MMEs during the running system):
The introduction of a new MME:
The load balancing mechanism should supports the “loading” of a MME, newly brought into a pool, „after a while“ with equal relative load compared to the other pool nodes (time scales around half an hour to one hour). 

The removal of an MME
The load balancinc mechanism should support the “off-load” of an MME „after a while“ (in the range of the periodic area update timer) and distribute the UE contexts to the remaining MMEs in the pool. 

Principles of Load balancing 
The load balancing mechanism should be stable enough to avoid load oscillations between MMEs if the pools becomes overloaded..

(
In support of this function, a “relative MME Capacity” is provided to the eNB per MME at S1 setup with the goal to ensure equally loaded MMEs (load in terms of registered UEs)
(
Those “relative MME Capacity” Indicators represent “weight factors” for UE assignment to MMEs, to steer “newly entering” UEs, according to the MME capacity.   The “weight factors” are to be understood as relative figures indicating the relative MME capacity (relative to the other MMEs in a pool), which serve as input to eNB internal load balancing mechanism. 
(
This represents a kind of “self configuring network” function from RAN point of view, as only the MMEs need to be configured with PLMN wide co-ordinated weight factors.

(
In order to have the possibility to update the “relative MME capacity” a new S1 procedure is proposed: S1 Setup Update. This procedure could be used to update other parameters which are provided in the S1 Setup procedure as well. 

2.2.2
Application of Load Balancing for the envisaged use cases:

The introduction of a new MME
As long as the new MME isn‘t reasonably loaded, a higher weight factor, assigned to the newly introduced MME could accelerate UE assignments (if handled carefully) 

The removal of an MME

The weight factor could be set to zero, which should be interpreted by the eNB that not a single connection is allowed towards this MME and hence any request should be re-directed to the remaining MMEs in the pool according to the “relative MME Capacity” Indicators. After periodic area updates the UEs should be out of the MME. 

Load balancing mechanism in overload situations

As a suggestion, it should be avoided to “play around” with capacity indicators in overload situations in order to re-balance the MME pool. To our understanding, a situation where a single MME within a pool gets seriously imbalanced compared to the others should be regarded as a mis behaviour of the system or of that single MME.

2.2.3
S1 functionality

In order to support these scenarios (MME introduction, MME removal), there is the necessity to update the "weight-factors" during normal S1 operation, i.e. respective changes in the S1 Setup procedure and the introduction of the Setup Update procedure is required. 
3
Proposal

It is proposed to consider the elaboration provided in this paper for S1 load balancing discussions. 
It is proposed to agree on the basic principles for load balancing provided in this contribution: 
· Introduction of a relative MME capacity indicator

· Provision of this parameter in the S1 Setup procedure

· Provision of  updated parameters in a new S1 procedure: S1 Setup Update (initiated by the MME)

· The S1 Setup Update procedure is used to update all configuration information provided in the S1 Setup procedure

It is proposed to agree on the provided specification updates for TS 36.300 in R3-080183 and for TS 36.413 in R3-080185. 


























































































































































































