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Introduction
The three SYNC protocol alternatives were discussed in the RAN3#57bis meeting [1, 2, 3], and no conclusion were reached. Comparison of the three alternatives was presented in [4] and of two alternatives in R3-071822 [3]. 
This contribution presents comparison table for three alternatives and proposes which are the most important features that are proposed to be supported in SYNC protocol.

It is also proposed to complete the comparison table as it contains question marks.
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Comparison table
	Issue
	Alcatel-Lucent
	NSN
	Ericsson

	Multiplexing location
	In eNB

MAC level in eNB, and virtual concatenation in GW
	In eNB

RLC concatenates packet that belong to same service

MAC multiplexes different services. 

GW is multiplex agnostic
	In GW and in MAC in eNB


	Variable bitrate support
	Supported, radio resource allocation is done for the whole multiplex based on the assumed gain from muxing
	Supported, radio resource allocation is done for the whole multiplex based on the assumed gain from muxing
	Supported, radio resource allocation is done for the whole multiplex based on the assumed gain from muxing

	UE battery consumption aspects
	Multiplexing is done in MAC, therefore UE can receive only interested services. 

Packet ordering into service burst is done in eNB.

End of burst info missing?


	Multiplexing is done in MAC, therefore UE can receive only interested services. 

Packet ordering into service burst is done in eNB.

Also total counters frame enable more reliability to generate scheduling info. 
	Is there DRX? How different services are ordered?
Is there a service burst?

	Flexibility of multiplex conguration in MBSFN area
	Every MBSFN area in Service area has to transmit same multiplex (in case of bundling in BM-SC). 
	Each MBSFN area in Service area can have different multiplex configuration. 
	Every MBSFN area in Service area has to transmit same multiplex

	Rate control (who drops packets if cannot be transmitted in radio interface)
	For H.264 codec, rate control can be done in BM-SC. 
For other cases eNB flushes data if it cannot be transmitted?
	eNB drops packets that are over GBR and does not fit in the scheduling period mux radio allocation. 
	MBMS GW.
GW has to know GBR and priority per service

	QoS allocation
	Per bundle?
If no bundling, then per service?
	Per service
	Per service?

	Has bursty Gi interface any effects for the radio resource efficiency
	Yes, as GW calculates the timestamp based on the receiving time and that timestamp might dedicate the point which cannot be transmitted in radio interface according to QoS requirements.  

Althought propagation delay variance can be regarded as small.
	In principle couple of too many or few data packets can be received in certain scheduling periods. In congested network propagation delay variance can be assumed to be 20ms, which is 2% compared eg. To 1 second scheduling period. It is small, or insignificant compared to variable bitrate variance.

Althought, the variation can be compensated by reserving 2% of extra radio capacity
	No, as GW buffers data and calculates timestamp based on constant bitrate

	Optimal RAN-CN functional split
	Sub-optimal as virtual concatenation is calculated in GW and bits are selected to bundle in BM-SC
	Optimal
	Sub-optimal as some L1 information is needed to calculate timestamp (byte counter)

	RLC/MAC/L1 info needed in GW
	No info needed (if timestamp (SFN) is not regarded as “clear” radio specific issue
	No info needed
	Some info needed

	Timing info needed in eNB
	SFN
	Mapping from scheduling period to SFN/TTI
	Mapping from byte counter to sub TB level radio resource information 
Q: what is this info?

	Timing info needed for GW
	External signal needed which feeds GW
	External signal needed which feeds GW
	External signal needed which feeds GW and in addition the time T0 (T zero) which sets the byte counter

	Granularity of the timestamp
	SFN is 10ms
	scheduling period eg. One second
	Byte counter is actually timestamp
Q: What is granularity? 

	Radio reservation
	Semistatic per multiplex and dynamic withing multiplex
	Semistatic per multiplex and dynamic withing multiplex
	Semistatic per multiplex and dynamic withing multiplex

	Sync protocol header
	Data frame includes:

Timestamp, Byte counter, Packet counter

No other frames
	Data frame includes:

Timestamp, Byte counter, Packet counter

Total counters frame contains end of burst information and adds relibility
	Data frame includes:

Byte counter , Packet counter optional
(Comment: Packet counter is needed as othervise eNB does not know radio interface overhead)
No other frames

	Inactivity support
	End of burst info not available?

Sending interval is not known
	Supported by sending total counter frames in the period of eg. 1 second
Continuous byte and packet counters can be used to cope lost total frame counters.
	Supported by sending dummy packets. Sending interval is not known
Checking interval in GW can be eg. 100ms.

In optimal case when actual transmission rate is same as average transmission rate, then no dummy packets are sent.

	How M1 propagation delay is compensated
	Max probagation delay is configured
	Max probagation delay is configured
	Max probagation delay is configured

	Transport efficiency
	Efficient
	Efficient
	Efficiency depends on the dummy packets sending interval

	Reliability from scheduling  info generation perspective
	Rather good as there is data frame with counters

Q: Is there end of burst info?
	Good as there is data frame and and additional control frame to add reliability
	Rather good as there is data frame and and additional information with dummy frames

	Effects to multiplex when one data packet is lost in M1 interface
(end of burst info per service)
	Byte/packet counter can be used to detect missing packets, but the service borders inside mux cannot be defined if end of service burst info is missing?
	Byte/packet counter can be used to detect missing packets. 
If last packet per service is lost, then service specific total counters frame contains recovery information and ensures the correct service limits inside the multiplex
	Multiplexing is done in GW, and it is not known how lost packet affects to eNB.

	Effects to unicast when packet is lost in M1 interface 
(end of burst info per multiplex)
	End of burst indication is missing?, therefore MBMS resources cannot be used for unicast
	Service specific total counters frame gives information when unicast transmission can start. Total counters frame can be repeated as it is separate frame.
Even further, continuous byte and packet counters with timestamp can be used to cope lost total frame counter.
	Dummy packets are sent to inform that MBMS resource can be used for unicast.
If dummy packet is lost, then    next data packet can be used to identify lost packet. If no new data packet is available, then radio transmission has to be muted and cannot be used for unicast. 

	Effects to Scheduling info generation 
	How is reliable MBSFN transmission of service scheduling info ensured?  
	Service specific total counters frame adds reliability, which ensures the correct service limits inside the multiplex
	How is reliable MBSFN transmission of service scheduling info ensured?  

	IP multicast address
	Per service or per service area?
	Per service or per service area?
	Per service or per service area?

	Radio resource efficiency
	Don’t know as GW forwards data to eNB and it is not sure if that can be transmitted in radio, some flushing is possible (R3-070220)
	Optimal, assuming 2% variance in Gi transmission delay
	Unnecessary padding is done in the beginning of TBs in some cases.

	Reuse aspects of unicast radio protocols in eNB
	Uses same protocol architecture
	Uses same protocol architecture
	Uses same protocol architecture

	Reuse aspects of unicast S1 user plane protocol
	New protocol likely needed or multiple new extensions to GTP. (Remember that RAN3 will crate new protocol: rapporteur NSN)
	New protocol likely needed or multiple new extensions to GTP. (Remember that RAN3 will crate new protocol: rapporteur NSN)
	Has only byte counter which is supported nowadays in GTP in S1

	Effects to BM-SC
	BM-SC does Rate control and bit selection to bundle 
	No effects
	No effects

	Location of the buffering
	In BM-SC&eNB
	In eNB. One or two scheduling periods.
	In eNB and also in GW. 
In eNB couple of seconds.

	Channel switch time
(assuming is that no difference in broadcast case)

Difference is in case of enhanced broadcast and when service is not transmitted when UE changes the channel
	Rather small
	Rather small (depends on the scheduling period, if 1second period, the average time is 1 second)
	Long as eNB has long buffering (It has been mentioned to be couple of seconds)

	Suitability for various service profiles
	Service agnostic in network side. Bundle construction is for H.264 codec.
	Service agnostic in network side, but assumes that BM-SC sends data in streaming manner
	Buffering in GW can provide constant bitrate to eNB
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Selected issues
The following issues are selected to be the most important ones:

· UE battery consumption aspects

· This is also related to inactivity support and 
· reliable scheduling info generation

· Multiplexing location
· This is also related to location of the buffering
· Optimal RAN-CN functional split
· This is also related to RLC/MAC/L1 info needed in GW 
UE battery consumption aspect has not been discussed much in the RAN2 or RAN3 yet. The key point to save battery is to send scheduling information for UE, which can detect when transmission is for its interested services. The assumption is that UE receives data burst for the service on predetermined time intervals, and the time which is between data bursts, UEs receiver is turned off. To provide reliable scheduling information, the SYNC protocol has to have a reliability mechanism on top of quite reliable transport network. 
In completely reliable network there is no need to additional SYNC protocol header. But as there is always probability for packet losses, the SYNC protocol has to have Packet Counter to enable eNB to calculate how many packets belong to data burst, and therefore can calculate what is the RLC protocol header overhead. Byte counter is needed to calculate how many bits each service has inside the multiplex, and in case of lost packet, eNB can calculate how long transmission has to be muted.
The packet and byte counters can be added into same frame with service data. In addition yet to enhance the reliability of the scheduling information generated by the eNBs, additional control frames should be sent to eNBs to inform interim total counters. Also, it is understood that in all three SYNC protocol proposals MBMS GW functions in a periodic manner, so additional total counters frame suits to every proposal.
The multiplexing location is seen to be done in eNB. It is done already there in the unicast, and same principle can be used in MBMS. The MBMS GW can be seen as agnostic to multiplexing when it is done in MAC layer. This will allow having different multiplexes in the different MBSFN areas, making the MBSFN operation completely an RAN issue which is not visible in MBMS GW. Also the benefit of re-using MAC is that then UE can recognise the different services in the multiplex, and use that information to receive only services of interest. 

When multiplexing is done in eNB, and is related to UE battery saving, it is seen as radio interface issue. The location in eNB is optimal, as MBMS GW can be regarded as radio interface agnostic, and RAN-CN functional split is clear.

4
Conclusion
We propose to discuss the comparison table to better to understand the different proposals. 
Also it is proposed that following list of SYNC protocol issues are captured in the the Stage-2 as the most important issues to be satisfied in the final protocol design:
· UE battery consumption aspects

· Multiplexing location

· Optimal RAN-CN functional split
Further captures in the Stage-2 can be done based on RAN3 discussions. Our view is that SYNC protocol headers can also be captured, and the need for Byte&Packet Counter and Timestamp. Additional reliability can be achived by sending the intermediate total counters.
The text proposal about the information in SYNC protocol is in Annex A. With that change it is assumed that Stage-2 phase is complete for SYNC protocol.
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Annex A
15.1.2
E-MBMS User Plane Protocol Architecture

The overall U-plane architecture of content synchronization is shown in Figure 15.1-1. This architecture is based on the functional allocation for Unicast and the SYNC protocol layer is defined additionally on transport network layer to support content synchronization mechanism.
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Figure 15.1.2-1: The overall u-plane architecture of the MBMS content synchronization

The SYNC protocol is defined as a protocol to carry additional information that enable eNBs to identify the timing for radio frame transmission and detect packet loss. The SYNC protocol is applicable to DL and may be specified as a part of GTP-U, or as an independent protocol. More information about SYNC protocol is captured in chapters 15.3.2 and 15.3.3.
If PDCP (Header Compression) is used, it is located in the E-MBMS GW (FFS for single-cell operation and localized service). 

Complying with the content synchronization mechanism is required for an eNB distributing a MBMS service for Multi-Cell transmission.  An eNB transmitting a service in single cell only should not be required to comply with the stringent timing requirements indicated by SYNC protocol.
**********Unchanged parts omitted*********************
15.3.2
Single-cell transmission

Single-cell transmission of MBMS is characterized by:

-
MBMS is transmitted only on the coverage of a specific cell;

-
Combining of MBMS transmission from multiple cells is not supported;

-
MTCH and MCCH are mapped on DL-SCH for p-t-m transmission;

-
Scheduling is done by the eNB;

-
Multiple UEs can be allocated dedicated uplink feedback channels identical to those used in unicast transmission, which enables them to report HARQ Ack/Nack and CQI. Where such a feedback mechanism is configured, AMC is applied, and HARQ retransmissions are made on DL-SCH using a group (service specific) RNTI in a time frame that is co-ordinated with the original MTCH transmission. All UEs are able to receive the retransmissions and combine them with the original transmissions at the HARQ level.

-
UEs that are allocated a dedicated uplink feedback channel are in RRC_CONNECTED state.

For single-cell transmission, an eNB is not required to comply with the stringent timing requirements indicated by timestamp in SYNC protocol. The following principles still applies for the single transmission:
1. 
An E-MBMS GW sends/broadcasts MBMS packet with the SYNC protocol to each eNB transmitting the service.

2.
The SYNC protocol provides additional information so that the eNBs identify the transmission radio frame(s). The E-MBMS GW does not need accurate knowledge of radio resource allocation in terms of exact time division (e.g. exact start time of the radio frame transmission).  

3. 
The segmentation/concatenation is needed for MBMS packets and should be totally up to the RLC/MAC layer in eNB, without taking into account any indication in the SYNC protocol..

NOTE:
The usage of SYNC protocol for single cell localized services is for further study.

15.3.3
Multi-cell transmission

Multi-cell transmission of MBMS is characterized by:

-
Synchronous transmission of MBMS within its MBSFN Area;

-
Combining of MBMS transmission from multiple cells is supported;

-
MTCH and MCCH are mapped on MCH for p-t-m transmission;

-
The MBSFN Transmitting, Advertising, and Reserved cells are either semi-statically configured e.g. by O&M (MBMS-dedicated cell or MBMS/Unicast-mixed cell), or are dynamically adjusted (MBMS/Unicast-mixed cell) e.g. based on counting mechanisms (FFS).

-
The MBSFN Synchronization Area is semi-statically configured e.g. by O&M. The MBSFN Area can be semi-statically configured by O&M or (FFS) dynamically configured by MCE.

-
Scheduling is done by the MBMS Coordination Entity (MCE).
-
AMC based on non-AS level feedback is FFS.
A carrier frequency may support more than one MCH, where the physical resource allocation to a specific MCH is made by specifying a pattern of subframes, not necessarily adjacent in time, to that MCH. This pattern is called a MCH Subframe Allocation Pattern (MSAP). Multiple MBMS services can be mapped to the same MCH and one MCH contains data belonging to only one SFA. Whether there is a 1-to-1 mapping between MCH and SFA is FFS.

The content synchronization for multi-cell transmission is provided by the following principles:
1.
All eNBs in a given MBSFN Synchronization Area have a synchronised radio frame timing such that the radio frames are transmitted at the same time. 
2.
All eNBs have the same configuration of RLC/MAC/PHY for each MBMS service. These are indicated in advance by the MCE.
3.
An E-MBMS GW sends/broadcasts MBMS packet with the SYNC protocol to each eNB transmitting the service. 
4.
The SYNC protocol provides additional information so that the eNBs identify the transmission radio frame(s). The E-MBMS GW does not need accurate knowledge of radio resource allocation in terms of exact time division (e.g. exact start time of the radio frame transmission).

5.
eNB buffers MBMS packet and waits for the transmission timing indicated by timestamp in the SYNC protocol. 

6.
The segmentation/concatenation is needed for MBMS packets and should be totally up to the RLC/MAC layer in eNB.

7.
The SYNC protocol provides means to detect packet loss(es) and supports a recovery mechanism robust against loss of consecutive PDU packets (MBMS Packets with SYNC Header) by using packet and byte counter. 

8.
For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted.

9.
The mechanism supports indication or detection of MBMS data burst termination by E-MBMS GW sending a separate end of burst indication containing the byte and packet counter, which informs eNB about the total amount of data to be transmitted in timeperiod indicated by timestamp . (e.g. to identify and alternately use available spare resources related to pauses in the MBMS PDU data flow).
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SYNC: Protocol to synchronise data used to generate a certain radio frame
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