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1. Introduction

Various use cases for load balancing have been developed in RAN3 [1,2], and some discussion has taken place regarding possible metrics to be exchanged between eNBs for the purpose of load balancing [1,2,3]. This document analyzes some of the associated issues and makes a proposal for new procedures on the X2 interface to support the use cases.

2. Proposals for Distributed Load Balancing

2.1. Scenarios

Load balancing between cells in distinct eNBs may be required due to excessive traffic in one of the cells
. Load balancing essentially describes the action of moving some of the UEs (either active or idle) to another cell through either direct action (i.e. forced HO) or indirect action (parameter changing). Note that the donor and receiver cells need not be of similar characteristics (static or dynamic aspects) e.g.

· They may have very different coverage areas (though some overlapping is required) and different RF parameters

· They may have different bandwidths and/or centre frequencies (not necessarily overlapping)

· They may use different algorithms for admission control

· They may use different policies for traffic priority handling, scheduling etc

· Their current traffic mixes will be different – including both traffic as well as radio characteristics

When deciding which action to take, the donor eNB needs to select the eNBs that are more likely to accept some of its UEs. For indirect action, selection of the eNBs might be done just on the basis of load bearing capacity, and parameters could be changed gradually. For direct action, the situation is more complex since the receiver eNB needs to be in a position to accept the specific UE and maintain the quality of any existing sessions (i.e. both the eNB and the UE need to be selected).

Based on the above it can be seen that it will be extremely difficult for a donor eNB to make a totally confident decision about the possibility of successful load shedding unless it has complete information about all of the above on a continuous basis (from all of its neighbours), and can “simulate” the behaviour of its neighbours given each of the UEs. Such a requirement would place a heavy load on the system in terms of configuration, X2 messages and/or processing, since it requires a complete emulation of centralized RRM.

So the question is – what information should be passed in order to maximize the probability of successful load balancing actions?

2.2. Radio parameters

Two metrics have been mentioned as strong candidates for X2 communication between eNBs: relative transmitted downlink power and total received uplink power. Although these provide useful information, it can be seen that without additional side information, it is extremely difficult for the donor eNB to make conclusive decisions. For example,

· The potential receiver may be a low power microcell with a very reduced coverage area, hence radio parameters may be very difficult to interpret

· The potential receiver may have a different bandwidth, making again radio parameters hard to interpret

Such parameters may be useful in some scenarios but are probably not sufficient in general.

2.3. Use of Residual Capacity

The concept of residual capacity has been proposed before [4], and has the potential to resolve at least some of the uncertainties discussed above. A potential receiver eNB could simply provide information on its residual capacity to its neighbours, meaning the number of bearers of a certain type that it would be able to admit. This effectively bypasses the need for the neighbours to have available the detailed information described above, and it provides the real operational potential for load shedding to a receiver. 

Residual capacity could be defined as:

· The number of calls of a specific real-time bearer that the eNB would admit.

· The number of calls of a specific non-real-time bearer that the eNB would admit.

One option would be for each eNB to report these to its neighbours on a periodic or event-triggered mode. Another possibility (as previously proposed in [4]) would be to enable each eNB to report whenever its perceived load ranking changed with respect to any neighbour. One problem with this last proposal is that the ranking needs to be unambiguous, which may not always be the case if for example multiple bearers are used. Hence, since normally it is the donor eNB that will be taking actions, one simple option is to let the donor request information about neighbour’s loads whenever it decides that some action is appropriate.

A useful optional addition would be to allow the donor to report its own residual capacity as part of the request, this would then also provide useful information to potential receivers.

2.3.1. Limitations of Basic Residual Capacity

The residual capacity concept also raises some issues e.g

· No information about power requirements for given UEs, which may perhaps be included in some admission control algorithms (e.g. a particular bearer might or might not be admitted depending on power requirements)

· Residual bearer standardization would be needed, in the sense that certain types of RT or NRT bearers would have to be agreed as the “currency” to be used in the messages

3. A Possible Solution

Based on the above considerations, a solution is proposed where:

· A eNB under high load conditions (or otherwise) may decide to request residual capacity information from one or more of its neighbours

· The residual capacity request would be a new X2 message comprising the enumeration of one or optionally more bearer types (these should be specified in the same way as would be the case over S1).

· The request could also include the residual capacity of the originating eNB

· The residual capacity response should include

· Numbers of bearers that could be admitted per bearer type 

· Other generic indicators such as relative transmitted downlink power and total received uplink power

4. Conclusion

It is suggested that RAN3 discusses the topics of this paper and agrees to add two new X2 procedures (capacity information request and capacity information response) to the relevant specifications.
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� More generally, load balancing could be performed on an ongoing basis, but the basic principle remains the same (a potential donor needs to investigate whether another cell is a suitable receiver)
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