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1. Introduction
Considering the radio resource efficiency gain by multiplexing several E-MBMS services on a single MCH, RAN3 agreed that a common radio resource is allocated for E-MBMS service multiplex [1] in the last meeting. The amount of common radio resource can be smaller than the sum of radio resource which would need to be allocated for the individual service.  It is called statistical multiplexing gain. While it is FFS which entity is managing the E-MBMS service multiplex e.g. deciding which services are to be multiplexed, the location of the multiplexing function.

This contribution discuss which entity should decide which services are to be multiplexed and the location of packet scheduling if the common radio resource is less than the sum the multiplexed packet.

2. Discussion
2.1 Which entity decide services to be multiplexed

The multiplexed services are transmitted via the same MCH. The multiplexed services can be decided in one of these two entities: MCE or E-MBMS GW. MCE and E-MBMS GW get the service Qos information in Session Start procedure. They have the ability to decide which service should be multiplexed. MCE is in better position than E-MBMS GW to decide which services are to be multiplexed in several aspects.

The multiplexed services need to have the same SFN area, otherwise, some radio resource in the common resource used for multiplexed services are wasted. The multiplexed services can be changed. It is allowed adding a new service and deleting a service from the multiplexed service if one service is coming or one service is ending. Of course the adding and deleting is not frequent. MCE and E-MBMS GW could know the session start and session stop of specific service.

While another trigger for changing the multiplexed services is the SFN area change. Current understanding is SFN area is dynamic SFN area. The SFN area can be changed according to the user number. When one service changes its SFN area, this service may need to be removed from the multiplexed services. MCE knows the SFN change, but E-MBMS GW is not involved in the SFN changed procedure. 

The common resources used for multiplexing is allocated by MCE, anyhow MCE should know which services are multiplexed. It is better to locate these two functions at one side.

So MCE is the better entity than E-MBMS GW to decide which services are to be multiplexed.

Conclusion 1: MCE decides which services are to be multiplexed.  

2.2 Who will do packet scheduling?
If the common resource is less than the total sum of the multiplexed service packets in one scheduling period, some packets need to be delayed to the next scheduling period, or need to be dropped. 

Packet scheduling can be made in one of these two entities: EMBMS-GW and ENB.

If the ENB would have to do this dropping and GW does not do any/much capacity control for an MCH occasion, in order to ensure the same packets are dropped, the algorithm would have to be standardized. This algorithm would be valid for a long time, and can not be changed frequently according to the received packets. Then usually the lowest priority traffic encounters dropped packets and this leads to lower Qos than desired. Or if for one scheduling period, lowest priority traffic, next scheduling period, the lower priority traffic need to be dropped. Then a very complicated algorithm needs to be defined. It is not a flexible method.

The GW is probably in a better position to decide whether certain packets can be delayed or not to the next MCH occasion. The GW can scatter the dropped packets among services according to the Qos requirement e.g. in the scheduling period, the GW discard packets from service 1, in the next scheduling period, the GW discard packet from the service 2. 

So there seems to be no big drawback of having the GW doing the detailed scheduling i.e. decides on which packets to handle at a MCH occasion.

Conclusion 2: E-MBMS GW decides the packet scheduling
3. Proposal

It is proposed our group to agree the following concept for the eMBMS multiplexing.

Conclusion 1: MCE decides which services are to be multiplexed.  

Conclusion 2: E-MBMS GW decides the packet scheduling
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15.x Network Functions for Support of Multiplexing

Considerable gain in radio resource efficiency can be achieved by multiplexing several E-MBMS services on a single MCH. The services that share the resources are called E-MBMS Service Multiplex. The amount of common radio resources allocated to such a E-MBMS Service Multiplex can be smaller than the sum of radio resources, which would need to be allocate for the individual services without multiplexing. This represents the statistical multiplexing gain. 

The entity managing the E-MBMS Service Multiplex e.g. deciding  which services are to be multiplexed is the MCE. The duration of each E-MBMS service may be different, so there is may be a  need to manage the Service Multiplex dynamically, i.e. addition or removal of services into/from the E-MBMS Service Multiplex. The MCE allocates the optimal amount of resources to multiplexed services, using service related information. MBSFN transmission is ensured by identical multiplexing of the services within the MBMS-GW. 
These functions are supported by respective signalling and by the SYNC protocol on M1, the details are FFS.
4. References


[1] 

R3-072023 Introduction of Statistical Multiplexing Support for eMBMS into 36.300


















�PAGE \# "'Page: '#'�'"  �� � HYPERLINK "http://www.3gpp.org/ftp/Information/DocNum_FTP_structure_V3.zip" ��Document numbers� are allocated by the Working Group Secretary.   Use the format of document number specified by the � HYPERLINK "http://www.3gpp.org/About/WP.htm" ��3GPP Working Procedures�.





Page 1 of 3
3GPP


