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1.
Introduction

Although good progress is being made in the development of TS 36.413, a number of procedures remain to be specified. As discussed at the previous meeting, the proposed solution includes the Signalling of MME Load to the eNB(s). 

This paper intends to provide additional information on signalling of MME load information across the S1, but does not describe here a solution – nor if this is required – in the situation of overloaded MMEs. 
2. Why do we need a new solution compared to 2G & 3G?
In ‘traditional’ GSM and UMTS networks, there are typically only a few BSCs and/or RNCs connected to each core network node. With E-UTRAN, there is no equivalent node to the BSC/RNC, and, S1-flex can be expected to be used. As a consequence, many thousands of eNodeBs might be connected to one MME.

The existing A/Gb/Iu overload procedures tend to work in the manner that when an MSC/SGSN becomes OVER loaded, then it sends the Overload message to its (low number of) BSCs/RNCs.

If we were to copy the Overload procedure onto LTE, then, when an MME starts to get _OVER_ loaded, it would be required to send thousands of Overload messages, one to each eNodeB. This sudden increase on MME load which happens when the MME starts to be overloaded appears to be highly undesirable and would exacerbate the situation. 
In fact, not signalling the load situation of the MME to its eNBs until it reaches an Overload situation is additionally undesirable as really this should be managed better prior to reaching this “overloaded” performance. 
3.
“Flex” mechanisms

In Release 5, Iu/A/Gb “flex” mechanisms were specified. These permit multiple CN nodes to be connected to one RAN node. This concept has been adopted in SAE/LTE and is commonly called “S1-flex”.

In Release 6, the Iu/A/Gb “flex” specifications were extended with a description of how the CN nodes could (ab) use existing 24.008 signalling procedures to cause their mobiles to be redistributed onto other nodes. This (ab) use of the 24.008 signalling causes mobiles that “are in the pool area” to re-contact the RAN nodes and appear as “new entrants in the pool area”. By this mechanism, load can be moved off a CN node, e.g. to reduce its load; to take it out of service; or to move load to a new node that has been brought into service in the pool.
During the SA 2 “flex” work, many of the SA 2 delegates realised that it would be nice to have some procedures whereby the current load of the CN nodes could be used to influence the RAN to allocate “new entrants into the pool area” to the least loaded CN node. However, this work could not be completed within the release 6 timeframe, and other topics seemed to take a higher priority in release 7 (e.g. the SAE feasibility study).

Within release 8, and with new RAN and CN Equipment (and UEs) for SAE/LTE it seems sensible to try and ‘complete’ the “flex feature” with the functionality that slipped out of R’6. 
4. How to signal the ‘current load’ on S1.
In order for the “new entrant into the pool area” load distribution function to work well, it is preferable to signal various aspects of load information reasonably frequently from the MME to each eNodeB.  
It was discussed at the last meeting that signalling of Load over the S1-C could be performed by signalling periodically a “current load” status (re)utilising the common signalling SCTP association that will exist between the eNB and the MME. Anyway it may be also helpful to have the threshold which will allow the MME sending the current Load starting with a certain value.
4.1 Contents of Periodic Load Message

Vodafone foresee that the MME will signal the following relevant information to the eNodeB within the “Current Load” message 
· Current Processor Load

· Peak 24Hour Processor Load 

· Peak 7 Day Processor Load

· Percentage of Attached Subscribers 

· Percentage of Active Users 

Note that one intention of standardising these values is to permit an operator to have CN nodes within the pool area from more than one vendor. This is important, as it permits operators to buy the best CN equipment when expanding their networks.
4.2 Current Processor Load

This value is an indication of the percentage Processor Load at the MME and is given as an integer value in the range from 0 to 100. 
This parameter indicates the current load status of the MME. At least during a busy period of the day; it can be used to avoid the eNodeB allocating a “new entrant” to the most heavily loaded MME.

4.3 Peak 24 Hour Processor Load

This value is an indication of the percentage Peak Processor Load at the MME during the period of the last 24 hours and is given as an integer value in the range from 0 to 100.

During a quiet period of the day (e.g. 03:00 Am), the MME processor loads are likely to be low. Imagine a pool of 3 MMEs with processor loads of 5%, 10% and 5% at 03:00. During the busy hour (these might increase to 40%, 80% and 40%, or, they might all increase to 80%. The latter situation might happen if, e.g. telemetry or Blackberry devices are centred towards one MME (and this might happen as a by-product of the release 6 load redistribution techniques). 
As a consequence, during low MME load periods, the eNodeB should also consider the MME’s peak load during the previous day when allocating a “new entrant” to an MME.
4.4 Peak 7 Day Processor Load

This value is an indication of the percentage Peak Processor Load at the MME during the period of the last seven days and is given as an integer value in the range from 0 to 100.

On Monday at 0300, the peak load on Sunday afternoon might not be a good indication of the MME’s busy hour load on a weekday. Hence the eNodeB should also take account of this parameter.
4.5 Number of Subscribers

This value is an indication of the percentage of the maximum number of subscribers that the MME can successfully manage and is given as an integer value.

The eNodeB should avoid allocating subscribers to an MME which cannot handle them. However, the MME might be able to handle new subscribers by purging “very low activity” subscribers.
4.6 Attached Subscribers

This value is an indication of the percentage of MME’s subscribers who are attached (e.g. in the EMM registered state).
During a quieter period of the day, this parameter helps the eNodeB estimate whether the MME’s users will generate large loads during the busy hour.
4.7 Active Subscribers 
This value is an indication of the percentage of the MME’s subscribers that are in LTE Active state.

During a quieter period of the day, this parameter helps the eNodeB estimate whether the MME’s users will generate large loads during the busy hour.
4.8 eNB Behaviour

At the time of writing, no concrete proposals are described in this document as to what the corresponding eNB behaviour should be following reception of this Load Signalling message.

However, in order to permit operators to purchase the best eNodeBs, a multi-vendor RAN needs to work effectively. Hence it is clear that some guidelines and recommendations on the eNodeB behaviour need to be documented (otherwise, each operator should specify their own, different algorithm leading to extra costs for the vendors). 

5.
     Proposal for 36.413

8.x
CN Load Signalling
8.x.1
General

The purpose of the CN Load procedure is to enable the MME to indicate its load to the eNB. The eNodeB uses this information to select an MME for UEs that are “new entrants” into the MME pool area. 
8.x.2
Successful Operation
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Figure x.x.2-1: CN Load procedure
The MME implements the CN Load procedure by sending periodically the Load Signalling message to all the eNBs it has a connection within the pool.
This message provides to the eNB Load signalling information of a particular MME. 
Based on this information the eNB takes a decision about which MME within an MME pool Area to allocate to a UE that is a “new entrant into the pool area”. 
x.x.3
Unsuccessful Operation
Not applicable.

NEXT PROPOSED CHANGE

9.1.x Load Signalling
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	
	
	
	

	Current Processor Load
	M
	
	
	
	
	

	Peak 24 Hour Processor Load
	M
	
	
	
	
	

	Peak 7 Day Processor Load
	M
	
	
	
	
	

	Attached Subscribers
	M
	
	
	
	
	

	Active Users 
	M
	
	
	
	
	


6. Conclusions and Proposal
It is proposed:

· The above points on signalling of load across the S1-C be discussed and the solution as outlined in Section 4 be agreed i.e. the relevant parameters for Load Signalling are agreed.  
· Full description of eNB behaviour following reception of this Load Signalling information should be documented. It could be discussed whether documentation is done in a RAN 3 document or an SA 2 document (e.g. equivalent of TS 23.236).
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