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1. Introduction
RAN3 was tasked at this RAN3#57bis meeting through incoming LS S2-073906 (R3-031788) to investigate the following problem:
“solutions on how to indicate to E-NodeBs that a particular MME is overloaded in a scaleable manner.”

Based on SA2 findings, SA2 indicates that the situation is much different than in UMTS because in LTE “the number of destinations of the overload status information is much higher as there is no concentrator node between the eNB and the CN (EPC node)”. 

This paper proposes a way to solve this problem and make eNodeB informed of an MME overload situation in a scalable manner. 
2. Discussion

It is necessary for the eNBs to learn whenever an MME is in a processing overload situation for at least two reasons:

· as in UMTS, a specific mechanism like reduction of traffic can be triggered in the RAN node upon reception of the overload message. In UMTS a stepped-approach of reduction has been implemented, 

· to reduce any cause of latency in the evolved system so as to provide the best possible performance. When the UE newly attaches, the eNodeB will select dynamically the MME for that UE. It is thus useful that it knows with a good degree of confidence which MME’s are available and ready to accept new user’s sessions - and not only those that are currently deployed in the system - in order to avoid a failed attempt.

However, the main issue highlighted by SA2 is the scalability: whenever the MME gets overloaded sending hundreds of overload messages in a point to point manner to each eNB takes a lot of processing. This is all the more damaging for this MME that it is in an overload situation and by definition it suffers from lack of processing power. This is not the right moment to process and send so many hundreds of messages.

The straightforward solution to overcome this signalling scalability problem is to use multicast.

In this solution, all E-NodeBs could join a multicast group (identified by a well known Multicast IP address which is determined by the network operator) dedicated to informing on the availability status of candidate MMEs. 

Thus, when an MME is overloaded or going out of service gracefully, it could advertise this by sending for example an “overload” message over the multicast tree that as a result would reach all E-NodeBs that have joined this multicast group. 

An optimization could also be discussed that when the MME becomes available again to handle incoming sessions, it could also advertise that also by using an “Availability notification message”. Thus, if new E-NodeBs are added to the system they could learn immediately about the available MMEs and unavailable MMEs. 
Also, when the status changes it could be sent more frequently for some time interval, to make sure the information is received quickly in a way resilient to packet loss.
3. Proposal

This paper has proposed a solution to the overload scalability issue that RAN3 needs to solve as it was tasked by SA2 in the incoming LS R3-071788.

If the concept is agreeable, it is proposed to update TS36.300 and TS36.413 accordingly.
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