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1 Introduction

In this contribution we discuss the issue of packet reordering after the path switch at an intra-LTE handover, investigate the potential solution alternatives and propose a solution for RAN3 to agree upon. This contribution is a revised version of R3-071506 from RAN3#57.
2 Problem Description

The downlink packet flow during packet forwarding at mobility is shown in Figure 1. The figure illustrates both the forwarded packets sent from the source to the target eNodeB and also the rerouted packets sent from the GW to the target eNodeB on the new path (shown with blue coloring). It is worth differentiating two types of the forwarded packets when discussing the reordering. A forwarded packet can be sent either with its PDCP SN attached (shown with red coloring) or without a PDCP SN (shown with dark green coloring).
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Figure 1: DL packet flow during forwarding at handover
Note that according to the RAN2 decision on selective forwarding and retransmission, only those PDCP SDUs are forwarded to the target eNodeB and get retransmitted from there, which have not been fully acknowledged on the lower layers at the source eNodeB (SDU#4 and #6 in the figure). Any out of sequence received SDUs in the UE (SDU#5 in the figure) will be reordered with the missing SDUs once they are retransmitted from the target cell. That is, the PDCP layer in the UE will reorder the retransmitted SDUs with those that have been already received in the source cell. As a consequence of this solution the PDCP SN needs to be appended to those forwarded SDUs (as shown in the figure) that have been sent but not yet acknowledged in the source cell in order they can be retransmitted with the same PDCP SN from the target and thereby the UE can reorder them properly.

To summarize we have two reordering problems. The first one is the reordering of PDCP SDUs received in the source cell with PDCP SDUs retransmitted form the target cell. This reordering problem is the result of the selective forwarding and retransmission mechanism and is solved by the reordering function in the PDCP layer of the UE. Therefore, we do not deal with this specific reordering problem in the rest of this document.

The second reordering problem is due to the mixed arrival of forwarded and rerouted packets at the target eNodeB after the path has been switched at the GW. That is, the mixed arrival of the green and blue packets in the figure. The focus of this contribution is on this latter reordering problem.

3 Solution Alternatives

3.1 Alt-1: Reordering in Target eNB using Internal Priority/Timer
In this solution the target eNodeB prioritizes the X2 packets over the S1 packets when sending them on the radio interface. This can be solved, for instance, by maintaining separate SDU buffers for the X2 and S1 packets in the eNodeB and always taking the next packet from the X2 buffer for transmission, as long as there are packets in it. Packets from the S1 buffer will be taken only if the X2 buffer is empty. Note that this means that if the last forwarded packet arrives before the X2 buffer is emptied, then this simple priority based solution will guarantee the correct order of S1 and X2 packets. 
In order to make this solution more robust an internal timer could be used in the eNodeB to control the waiting time for the last X2 packet. That is, the eNodeB could wait until the timer expires for the last X2 packet to arrive before it starts serving S1 packets. The drawback of using a timer is that it may cause interruption in the transmission toward the UE.
Such a priority and timer based solution is mentioned also in 36.300 as a means to perform reordering in the eNodeB. However, the details of this solution are up to vendor specific implementation and it does not need to be specified in the standard, neither the priority handling nor the timer.

We also think that such an implementation specific priority/timer based mechanism would need to be supported anyway as a baseline solution, since the more sophisticated alternatives, see below, all require some additional support in the network (e.g., the presence of GTP sequence numbers), which cannot be assumed to be available in all cases.
3.2 Alt-2: Reordering in Target eNB using Last Packet Marking

In this solution the GW sends a last packet marked with a tag in the GTP-U header on the old path toward the source eNodeB immediately after it has switched the path. The source eNodeB forwards the tagged packet to the target eNodeB. When the target eNodeB receives the tagged packet it can be sure that no further packets will arrive on the old path and it can start delivering packets received on the new path to the UE.
This solution can be seen as an enhancement of Alt-1, where the marking of the last packet can help to limit the number of cases where the target eNodeB needs to rely on the timer to determine the arrival of the last X2 packet. This can make the solution more robust and can help to avoid unnecessary interruptions in the transmission to the UE. Note, however, that the baseline mechanism of Alt-1 would need to be in place in the target eNodeB anyway to handle the cases when the last tagged packet never arrives for some reason (e.g., because it gets lost on the transport).
The added complexity and the required standardization support are not significant. What needs to be specified is a special packet type to be used for the indication of the end of the stream. The last packet would not carry user data and the GW would need to send such an end of stream packet for each SAE bearer immediately after it has switched the path. For the identification of the end of the stream packet the Message Type field of the GTP header could be used (using one of the reserved for future use value of the Message Type field). 
3.3 Alt-3: Reordering in Target eNB based on GTP-SN
In case there is a GTP-SN added to each packet at the GW, which is kept continuous after the path switch, the target eNodeB can reorder the forwarded and the rerouted packets based on the GTP sequence number. Such a solution would be more reliable than the previously discussed priority/timer based mechanism and would avoid relying on the timer to determine whether the last forwarded packet has arrived on X2, at least in the typical case when the last forwarded packet does not get lost on the transport network. That is, with this solution the potential interruption caused by the timer can be avoided. Note, however, that some idle time in the radio interface transmission may still occur due to the eNodeB waiting for an out-of-order packet to arrive. 

The solution is explained in Figure 2. The figure shows the GTP tunneled packets both on the forwarded path (shown with green coloring) and also on the new path (shown with blue coloring). The GTP sequence numbers of the packets are indicated with alphabets in the figure in order to differentiate them from the PDCP SNs shown with numerical numbering in the pervious figure. In case of the forwarded packets it is assumed that the source eNodeB copies the GTP-SN of the packet received in the S1 tunnel into the GTP-SN of the X2 tunnel before forwarding the packet.
In order for this solution to be applicable it is required that (1) the GTP sequence numbers are used on the S1 and X2 tunnels, (2) the assignment of the sequence numbers is kept continuous at the GW after the path switch and (3) the source eNodeB copies the GTP-SN from the S1 tunnel to the GTP-SN on the X2 tunnel during forwarding.
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Figure 2: Reordering in the target eNodeB based on GTP-SN
From a reordering reliability and performance point of view this solution is very similar to Alt-2. However, from a complexity point of view one may argue that this solution is more complex than Alt-2. Therefore, we conclude that this solution can be ruled out from the considered alternatives already at this stage.
3.4 Alt-4: Reordering in UE based on PDCP

In this solution we rely on the PDCP reordering function in the UE to restore any disorder of the packets transmitted by the target eNodeB interchanged from the S1 and X2 interfaces. Recall that the PDCP reordering function was introduced primarily to handle the reordering due to the selective forwarding and retransmission of SDUs and now, we want to use this same function to handle also the reordering of interchanged S1 and X2 packets.
In order for this solution to work the PDCP sequence number needs to be assigned to packets transmitted from the target eNodeB to the UE such that it reflects the original order of packets and not the order in which they have arrived to the target eNodeB on S1 and X2. This can be solved by the source eNodeB indicating the offset difference between the GTP-SN and the PDCP-SN to the target eNodeB. In the example shown in Figure 3, the mapping between the GTP-SN and the PDCP-SN is given by C=3, which means that the target eNodeB should assign PDCP-SN=3 to the packet received with GTP-SN=C and similarly assign 4,5,6, … to D,E,F, … and so on. 
We note that, unlike Alt-2, the forwarded packets sent on X2 do not need to carry the GTP-SN copied from the S1 interface in order for this solution to work. The PDCP SN status transfer message in X2-AP carries the next PDCP SN that the target eNodeB should use when assigning PDCP SN to new SDUs. That is, the target eNodeB can assign PDCP SNs to forwarded SDUs starting from the indicated next PDCP SN. For SDUs received on the new S1 interface the target eNodeB can assign PDCP SNs according to the indicated mapping rule between GTP-SN and PDCP SN. That is, in the example, upon receiving SDU with GTP-SN=G on S1, the target eNodeB assigns PDCP SN=7 according to the mapping rule of C=3.
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Figure 3: Reordering in the UE based on PDCP-SN

The target eNodeB can start sending out packets on the radio interface in whatever order it receives them on the S1 and X2 interfaces. It only has to take care that it assigns PDCP SNs according to the given mapping, which ensures that the PDCP layer in the UE will be able to reorder the packets correctly.
The additional advantage of this solution compared to the others is that the potential radio interface idle time due to waiting in the eNodeB for out-of-order packets to arrive can be avoided.
In order for this solution to be applicable it is required that the source eNodeB signals the offset between the GTP-SN and the PDCP-SN to the target eNodeB. This should preferably be sent in the handover preparation signaling (i.e., in the X2-AP: Handover Request message). Alternatively, the offset can be signaled in the X2-AP status transfer message sent in parallel with the start of data forwarding. It is also required that the GTP-SN is used on the S1 interface and kept continuous during the path switch. However, the use of the GTP-SN on X2 and maintaining its continuity with the GTP-SN on S1 are not needed.

4 Comparison

Below we summarize the comparison of the above four reordering alternatives in a table format.
	
	Alt-1: eNB Priority/Timer
	Alt-2: Last packet marking
	Alt-3: GTP-SN reordering
	Alt-4: PDCP reordering in UE

	Reordering done in ...
	eNB
	eNB
	eNB
	UE

	Mechanism to detect last packet
	Implicitely when the forwarded SDU buffer is emptied or when a timer expires.
	By receiving marked empty packet or via timer if last packet is lost.
	Based on the GTP-SN of S1 and X2 packets
	Not needed in the eNB

	Interruption due to reordering
	Always extra interruption, if timer is used.
	None, 

(only if the last packet is lost)
	None
(only if a packet is lost on S1 or X2)
	None

(only if a packet is lost on S1 or X2)

	Packet loss due to reordering
	It might occur often if only the priority controls the last packet detection.
	None 

(only in case of very late arrival of last packet)
	None
(only in case of very late arrival of a missing packet)
	None
(only in case of very late arrival of a missing packet)

	Radio interface utilization
	Non-optimal

Radio i/f is always idle until timer expires.
	Good
Radio i/f is idle only if last packet is lost
	Good/Moderate
Radio i/f is idle for each PDU lost on S1 or X2
	Optimal
Radio i/f is never idle as long as there are S1 or X2 packets in the eNB

	Required standard support/complexity
	None
	Minimal
new GTP-U packet type for end of stream indication
	Minimal/medium
GTP-SN needs to be continuous at the GW

GTP-SN needs to be copied by the eNB at forwarding
	Medium
GTP-SN needs to be continuous at the GW

source eNB signals the mapping between PDCP SN and GTP-SN to target eNB


Table 1: Comparison of the reordering alternatives

Based on the table above we can conclude that Alt-1 may not be suitable from a performance point of view, while Alt-2 can eliminate all the performance drawbacks of Alt-1 with low complexity and with minimal standardization effort. As Alt-3 can never be better than Alt-2 from a performance point of view, while it is seen as more complex both from an implementation and also from a standardization point of view, this option can be ruled out. Although Alt-4 might be better in terms of radio efficiency than Alt-2 in some cases, the gains are not expected to outweigh the extra complexity.
5 Conclusion

Considering the complexity and performance aspects of the above solutions we propose for RAN3 to agree on the solution alternative using the last packet marking mechanism in combination with an implementation specific priority/timer based scheme in the target eNodeB (Alt-2 above) and capture the agreement in 36.300 according to the text proposal in [1]. 
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