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1 Introduction

The different E-MBMS content synchronization methods proposed by companies in RAN3 have shown convergence toward a common solution according to papers submitted to recent meetings on this subject. A useful summary of the proposals have been presented in [1] pointing out that the required functionality is very similar in all solutions and the differences can be considered as only variants of the same basic solution. 
While acknowledging the general conclusion that the different proposals can be seen as only variants of the same basic solution, we would like to provide some clarification to [1] on the details of the Ericsson solution and point out some further aspects that should be considered when comparing the different solutions. 
2 Discussion
First of all we would like to point out that the main difference between the proposed solutions lies in the way how they handle the bursty packet arrivals and the longer idle times in the packet stream. There are basically two options to handle such cases:
· (A-L) Restart the synchronization from an absolute time after each packet burst. (i.e., the Alcatel-Lucent solution)

· (E) Keep the packet stream filled with dummy packets between bursts and thereby make the packet stream look like as one “big virtual burst”. (i.e., the Ericsson solution)

As a general note we can point out that the content synchronization can be maintained based on the byte counts, which is part of both solutions, as long as the buffer in the eNodeB does not become empty, i.e., using the terminology of [1] as long as we are in the same packet burst.

Solution (A-L) uses the byte counts to maintain the content synchronization within a packet burst and between packet bursts it restarts the synchronization from an absolute time. 

In solution (E) the content synchronization is maintained only via the byte counts throughout the whole lifetime of the session. This requires to make sure that the eNodeB buffer never becomes empty during the session, which is solved by inserting dummy data into the stream when necessary.

We would also like to point out that for typical broadcast services we can assume a few seconds of buffering in the eNodeB. Since the buffer acts as a shaper for the traffic stream, it will smooth out most of the packet time scale burstiness of the traffic. This would mean less frequent triggering of end of burst and content synchronization restart also in solution (A-L) [2]. 
In the rest of this document we provide some clarification to the description given in [1] for the Ericsson solution wherever needed, following the same structure of evaluation criterions as in [1]. 

2.1 Transmission Time Allocation to Subsequent Packets

In the Ericsson solution the byte count is used to designate the transmission time of a packet on the radio interface relative to the original start time of the service (T0) or more specifically the byte count determines the mapping of the PDUs into the transport blocks, which in turn, defines a radio interface transmission time. This mechanism is according to the general scheme as described also in Section 2.2 of [1].
In the Ericsson solution the subsequent packets get consecutive byte counts (BC) assigned, i.e., the byte count of packet P(i+1) is obtained as the byte count of packet P(i) plus the size of packet P(i+1), i.e., BC[P(i+1)]=BC[P(i)] + size[P(i+1)]. Note that this byte count numbering holds for dummy packets as well. That is, when a dummy packet is inserted into the stream it gets a byte count according to the same formula as above, where the size will be the virtual size of the dummy packet.
Recall that in the Ericsson solution the whole stream is made to look like as one big burst by inserting dummy packets into the stream during idle times between bursts in the original media stream. Therefore a criteria needs to be defined that triggers the insertion of dummy packets into the stream when necessary. This is analogous to the criteria for determining the end of a packet burst in the Alcatel-Lucent solution. 

The objective of the content synchronization method is to keep the buffer occupancy level in the eNodeB above a certain threshold by inserting dummy packets if necessary. Therefore the criteria for inserting dummy packets could be as follows. The GW counts the total number of bytes (including also dummy data) since the start of the service (B_tot) and if the following condition is met then it inserts a dummy packet into the stream:
If ( B_tot - r_av * (t-T0) < B_min ) then insert a dummy packet, where r_av is the average transmission rate allocated for the MBMS service on the radio interface, t is the current time, T0 is the start time of the service and B_min is a lower limit of the buffer level. The value of B_min should be chosen as a lower limit on the buffer level, which is still sufficient to account for at least the delay variations on the transport links. The above condition has to be continuously checked in time. In practice this would mean to check the condition at regular time intervals (e.g., at every few 100 ms) in the GW. It is assumed that at the start of the service the starting time is selected such that a desired amount of buffered data builds up at the eNodeB. This amount of buffering will have to be large enough in order to account for at least the delay fluctuations on the transport links and it will also be able to absorb part of the packet burst fluctuations. 
2.2 Principles for Recovery from Losses on S1 Interface

In [1] it is argued that the Ericsson solution is not able to handle error cases properly. We would like to point out that the explanation in [2] of the error handling of the Ericsson solution seems to be based on a misunderstanding of the proposal. What is the source of misinterpretation in Figure 2 (taken from [2]) is that the byte counts assigned to the packets at the GW are always continuous, i.e., there is never a jump in the assigned byte counts. When necessary the GW inserts dummy PDUs according to the criteria given above and the byte counts assigned to dummy PDUs are continuous with the byte counts of normal PDUs. That is the whole stream will have continuous byte counts on a packet by packet basis.
That is, in case 2 in the example PDU P1 will get byte count 999 assigned (i.e., the byte count of P0 + the length of P1, that is, 399+600), unless the criteria for inserting a dummy PDU has been triggered, in which case there might be a dummy PDU in between.
In case there is a loss on the S1 interface the eNodeB will only notice that a new PDU is received with a given byte count and will map the PDU to the correct transport block according to its byte count. If it realizes that there is data missing for the transport block then it refrains from transmission (i.e., this is the Failure case in the example).
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Figure 2: Issue: how to distinguish failure case from regular case in Ericsson proposal.
3 Comparison
We can say that both solution (A-L) and (E) can solve the content synchronization in all cases including error cases as well. The differences are mostly in terms of complexity. Below we provide a list of pros and cons of solution (E) as compared to solution (A-L).
· The required GW functionality is simpler in solution (E), the GW only needs to count the number of bytes sent within a time interval instead of measuring the inter-arrival time between the incoming packets as in solution (A-L). In solution (A-L) the GW needs to check the concatenation condition for each received packet, while in solution (E) the condition of dummy PDU insertion needs to be checked only with some periodicity, larger than the packet inter-arrival time.

· There is no need for time synchronization between the eNodeBs and the GW in solution (E). Note that for the byte counting and for the dummy PDU condition checking there is no need for time synchronization between the eNodeBs and the GW. Solution (A-L) can be sensitive to timing errors at resynchronizations.

· The use of dummy packets in solution (E) provides a natural way for the eNodeB to detect inactivity of the stream.
· The SYNC protocol can be simpler in solution (E) and the required functionality can be easily built into the GTP protocol, since it only needs to carry a byte count (optionally a packet count as well), while in solution (A-L) the SYNC protocol have to be prepared for carrying an absolute time reference as well.

· Sending dummy PDUs introduces some additional overhead on the transport network. However, as the dummy PDUs include no user data, only the protocol headers, the amount of overhead is insignificant. Moreover, it is possible to optimize the overhead vs. virtual data size in the dummy PDUs by sending dummy PDUs less frequently but with larger size of virtual data.
4 Conclusion

We can conclude that both solution (A-L) and (E) can solve the content synchronization problem including all possible error cases as well. There are some differences in the required functionality at the GW and in the SYNC protocol and according to the analysis and comparison above we believe that solution (E) have a couple of advantages in these respects.
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