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1. Introduction
E-MBMS C-plane architecture has been discussed intensively in the previous several RAN3 meetings, with difficulties to converge and agree into one single architecture. 
In the SA2#58, an agreement on the overall E-MBMS C-plane architecture, without RAN logical function MCE, was agreed.[1]
The agreed architecture as shown in figure 1 clarifies the logical function for each logical nodes.
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Figure 1: E-MBMS architecture agreed in SA2 
The purpose of this document is to clarify the necessary logical functions for E-MBMS features including Radio Resource Allocation function and the mapping of those functionalities in the logical node in the two different architectures, to analyse the feasibility of each architecture in the first phase deployment, to analyse the feasibility of transport layer options that are available, and to draw a conclusion on the preferred architecture.
2. Logical function and Interfaces analysis

2.1 Mapping of the logical functions into logical nodes and the resulting three architecture candidates
Based on the SA2 agreement on the overall architecture, there are 4 main logical function needed for E-MBMS service, they are:
· F1: U-plane function, which handles MBMS U-plane data processing and transmission, basically allocated in MBMS UP
· F2: Session Management and Bearer Management, which handles the Session Start message generation and transmission, Bearer Establishment and the related message. 
Depends on the architecture, there are several alternatives to allocate F2.
· F3: Static Radio Resource Allocation function, is the pre-configured Radio Resource, may be realised in the system parameter of a node via OAM configuration.
· F4: Radio resource allocation, which handles the dynamic configuration of radio resources for each MBMS bearer.

The resulting architecture candidates with the necessary interface are shown in figure 2-1 to 2-4.

Architecture 1:
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Figure 2-1: Architecture 1
Figure 2-2: Architecture 1 in first deployment phase
Architecture 2:
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Figure 2-3: Architecture 2   
Figure 2-4 upper figure: Architecture 2 in first deployment phase option1
Figure2-4 lower figure: Architecture 2 in first deployment phase option2

2.2 Description of the logical function and the transport layer used in each architecture
Architecture 1:

· MBMS-UP is responsible for U-plane data multicast transmission (F1)within the NW (from MBMS UP to eNB)
· MBMS-CP is responsible for F2 function (Session Management and Bearer Management and the related signalling transmission).
MBMS-CP will generate MBMS Session Start message, and send the MBMS Session Start message to:

·  MCE via M3-C, and to eNB via M1-C, in the full blown architecture

· Only to eNB via M1-C, in the first phase deployment architecture
· MCE is responsible for:

· F4 function (Radio Resource Allocation) and F2 (generation of MBMS Session Start message), in the full blown architecture.
The MBMS Session Start sent via M2-C will have a full set of IE for MBMS Session Start and the necessary Radio Resource Configuration for the concerning session ID. 

· No MCE logical node is needed in the first phase deployment architecture
F3 logical function (Static Radio Resource Allocation function) will reside in eNB. The radio resource configuration for each defined session is preconfigured in each eNB.
The pre-configuration of each eNB may be done via OAM and may be realised in eNB system parameter.
· The main problem in architecture 1 is the additional number of C-plane interfaces that need to be standardised, and the redundancy of functionality that has to be implemented in the eNB in a full blown architecture, e.g. it is considered redundant for eNB to receive a Session Start message from both M1-C and M2-C. (see figure 2-1)
What can be done to overcome this problem in the real implementation case is, first implementing M1-C in the first deployment phase, and when the time comes to upgrade the architecture and implement an MCE as a logical node, the M1-C application in eNB will be upgraded to M2-C, and the M1-C application in MBMS-CP will be upgraded to M3-C. It is assumed that the application upgrade is a software upgrade.
Architecture 2:

· MBMS-UP is responsible for U-plane data multicast transmission (F1) within the NW (from MBMS UP to eNB)

· MBMS-CP is responsible for F2 function (Session Management and Bearer Management and the related signalling transmission).
MBMS-CP will generate MBMS Session Start message, and send the MBMS Session Start message to:

·  MCE via M3-C, in both full blown and first phase deployment architecture 

· MCE is responsible for:

· F4 function (Dynamic Radio Resource Allocation) and F2 (generation of MBMS Session Start message), in the full blown architecture.
The MBMS Session Start sent via M2-C will have a full set of IE for MBMS Session Start  and the necessary Radio Resource Configuration for the concerning session ID. 

· F2 (generation of MBMS Session Start message), even in the first phase deployment architecture.
-The MCE in the first phase deployment architecture will not perform dynamic radio resource allocation.
-The static radio resource configuration may be pre-configured in MCE or in the eNB system parameter. The pre-configuration of MCE or each eNB may be done via OAM.
· The main problem in architecture 2 is the mandatory of defining MCE as a logical node even in the first phase deployment architecture, the logical node is defined just to perform the F2 function (generation/relaying MBMS Session Start message via M2-C)
However, as shown in Figure 2-4 lower figure, since basically in the first phase of deployment, the MCE will not perform its main function as to dynamically configuring/allocating radio resources, the F2(relaying MBMS Session Start message) function can be implemented in MBMS-CP, and F3 (static radio resource allocation function) can be implemented in the eNB. 
F3 function (static radio resource allocation function) may be realised in eNB system parameter, and since F2 (generation/reception of Session Start message) function resides in MBMS CP, the eNB only has M2-C as the C-plane interface towards MBMS CP.

Only when the dynamic F4 (radio resource allocation) function is needed and MCE logical node is implemented, M2-C without dynamic radio resource allocation support -application in eNB is upgraded to M2-C with dynamic radio resource allocation support- application. The M2-C in MBMS-CP is upgraded in to M3-C.
It is also assumed that the application upgrade is a software upgrade.

Conclusion:

Looking purely from architectural mapping of logical function, 

· In the first phase deployment architecture, both architecture 1 and 2 can be made simple, provided that in architecture 2, MCE is not defined as a logical node, but instead the functionalities of MCE is implemented in eNB
· In full blown architecture, both architecture 1 and 2 provide the same functionality and share the same effectiveness provided that architecture 1 migrates the application of M1-C to M2-C.
The main differences that might exist and need to be considered is the transport protocol used in each architecture.

3. Transport network layer perspective

Based on the open issues in RAN3, the above M?-C may be interpreted as M3-C or M1-C or both.
The transport options for C-plane interface are being considered in RAN3 are IP Multicast based (PTM transport) and SCTP/IP based (PTP transport).

Both of the transport options are considered in the following perspective: reliability, scalability, cost, and security.

In this document it is assumed that the interfaces in the abovementioned two architectures use the transport protocol as summarised in the following table.
Table1: Transport protocol for each interface on each candidate architectures
	Interfaces
	Arch.1
	Arch.2

	M1-U
	IP Multicast 
	IP Multicast

	M1-C
	IP Multicast
	Not defined

	M2-C
	SCTP/IP
	SCTP/IP

	M3-C
	IP Multicast
	SCTP/IP


3.1
Reliability perspective

It is well known that the SCTP/IP base PTP transport is able to provide reliability features to a network, e.g. re-transmission, path supervision, in-sequence delivery and path redundancy.

This section will elaborate how the reliability features necessary for the TNL of the network may be provided in IP Multicast based transport.
Figure 4 shows the protocol layer where the reliability features of the IP Multicast based transport resides.
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Figure4: protocol layer scope for reliable transport for IP Multicast
Basically the reliability in IP Multicast based transport layer may be realised in the transport layer and in the IP layer.

Transport Layer

The protocol that provides reliability in transport layer is known as Reliable Multicast transport, it can be categorised into ACK based protocol and NACK based protocol.
In the ACK based protocol, a server will send a retransmission of a packet to a client based on the ACK received.
The IETF works on ACK based protocol can be referenced in RFC 3940, 3941 (NORM) and RFC 3208 (PGM).
The NACK based protocol send a retransmission of a packet to a client based on the NACK received.
The IETF works on NACK based protocol can be referenced in draft-ietf-rmt-bb-track (TRACK)
The problem with ACK based protocol is, in addition to the fact that the work in IETF has not yet resulted any RFC, there is a complexity problem in the multicast tree management, i.e. the necessity to always managed multicast member, and there is a problem of ACK implosion where an ACK messages will be sent by a large number of client.

On the other hand, the problem with NACK based protocol is, it is developed to provide reliability for transmition of bulk sized messages. The assumption is that part of the bulk sized messages is received, and when some of the packets are loss along the way, the client node send a NACK message indicating which packet that are lost, and the server node will re-transmit the concerning packet.
However, the length of a C-plane message for E-MBMS, for example a Session Start message, will not be bigger than 1500 bytes (1 IP packet) and therefore, if the packet is lost, the eNB is not able to send any NACK.

Hence, the option of applying Reliable Transport for IP Multicast in transport protocol is basically not feasible. 

IP Layer

IP Layer is inherently an unreliable transport. However, basically the reliability of IP transport layer provided by an operator is sufficiently well. The loss rate of the transport may be compensated by re-transmission setting of an IP Multicast packet. 
From the path supervision point of view, although a ‘keep alive’ procedure is not built in within the protocol, an operation dependent counter measure may be applied, e.g. ping-ing the corresponding node periodically of before each transmission.
Conclusion:
· An application of a Reliable Transport in the transport protocol for IP Multicast is not feasible.
· From reliability perspective, although basically IP transport provided by the operator for IP Multicast may be reliable and hence, feasible enough, technically SCTP/IP as a reliable transport is still considered better.
3.2
Scalability perspective

From scalability perspective, the SCTP/IP based transport will cause a restriction for an upper node, i.e. in this case MBMS CP or MCE, to accommodate eNB. This is caused by the necessity for an upper node to have a sufficient processing capability to manage the association.
On the contrary a scalability problem is not foreseen when IP Multicast transport is used, because an upper node will only need to be aware of the IP Multicast address of the packet and which tree the IP Multicast packet should be sent. 
However, since the scalability problems already exist for MME in unicast service, the same approach may be taken for MCE and MBMS-CP in full blown architecture where an MBSFN area need to cover large number eNBs, e.g. for nation-wide services. 
Although, another complexity such as the necessity to define an interface between MCE-MCE, and between MBMS CP-MBMS CP, may arise when the limit of processing capability of an upper node is less than the necessary number of eNB to be connected. 
Conclusion:

From scalability perspective, it is easier to use IP Multicast transport, but however, it is not impossible to overcome the scalability problem with SCTP/IP transport with the same approach as taken in MME.
3.3
Cost perspective
Cost analysis will need to take into account the vision of the co-location of each functional node.
When MBMS-CP and MBMS-UP is to be co-located, it can be said that re-using common transport, i.e. IP Multicast, will reduce the cost.

On the other hand, it can also be said that when MBMS-CP and MME is to be co-located, SCTP/IP transport may be re-used and hence reducing the cost.
Conclusion: 

The cost for adopting IP Multicast based transport and SCTP/IP based transport is basically the same, and is in some extent and implementation matter.

3.4
Security perspective
Security issue that is largely connected to RAN3 discussion is the matter of securing the network.
In PTP transmission within the NW, NDS/IP as specified in [33.210] can be applied.
For PTM transmission within the NW utilising IP Multicast transport, the NDS security issues and solutions still need to be further discussed in SA3.
In [2] SA3 answered RAN3 questions on security matter on E-MBMS.
SA3 indicated that the solution for transporting multicast U-plane packet in form of RFC 4303 may be re-used for transporting multicast C-plane packet.
However, despite of the assumption in SA3 that the eNB is in a trusted environment and is not likely to be compromised, the whole picture of the NDS security need to be analysed, including how to ensure source packet authentication if one of the enB is compromised.

Moreover, SA3 also indicated that the key for U-plane security is assumed to be transmitted in a protected control plane signalling, the solution on how to perform this need to be studied.
The working progress in IETF with regard to providing security in the TNL for IP Multicast is summarised in the following. It is shown that the whole solution for securing an multicast transport is not yet finished (one of the functional areas does not have an RFC yet).
· RFC3470: Multicast Group Security Architecture
is the frame work / architectural overview for security services required to secure large multicast group.
It consisted from the following functional areas:
· Multicast Data Handling (Ref.1)
RFC4303: IPSec ESP is a protocol to transport confidentiality- and integrity-protected IP packets (IPSec-ed datagrams)
i.e. how to de-multiplexed the inbound unicast and multicast data to the right SA, etc. multicast data.
This protocol does not deal with IPSec concepts of access control for multicast packet, that is defined in Ref. 3.
· Group Key Management (Ref.2)
RFC4535 Key Management for IPSec Multicast
· Multicast Security Policies (Ref.3)
IPSec Multicast extensions [draft-ietf-msec-ipsec-extensions] is an Internet Draft that defines multicast security policies and multicast security associations
Conclusion:
Consideration on Network Domain Security needs to be further discussed.
And since the reference work in IETF is not yet finished, time is needed to have a stable protocol.
The problem exists for U-plane and also for C-plane if IP Multicast for C-plane is adopted.

3.5 Comparison of transport option

	Perspectives
	SCTP/IP based transport
	IP Multicast based transport

	Reliability
	++
The features within the protocol itself provides a guaranteed reliability for the network
	+
Reliability may be provided with an addition of operational action, i.e. setting message re-transmission etc.

	Scalability
	+
SCTP/IP based transport might have scalability problem. But approach as in MME may be taken.
	++
No scalability problem

	Cost
	+
Depend on the co-location case. 
Cost is reduced when MBMS CP is co-located with MME
	+
Depend on the co-location case. Cost is reduced when MBMS CP is co-located with MBMS UP

	Security
	++
The solution for point to point IPSec is available.
	+
Need more time to stabilize the new protocol


4. Summary and Proposal

The alternatives for E-MBMS C-plane architectures were reviewed. The logical functions and their mapping to logical nodes were clarified. The comparison between the two architectures with the consideration from transport network layer perspective was clarified.

DoCoMo as an operator is in a position where it is essential to be able to deploy an E-MBMS architecture as simple as possible in the first phase of deployment.

From logical function mapping point of view, DoCoMo sees that basically Architecture 1 and Architecture 2 is the same. Both architectures provide the same functionality, and both architectures can be made simple in the first phase deployment as shown.
From transport network layer perspective, DoCoMo sees that SCTP has a slight advantage compare to IP Multicast.
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