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1. Introduction

Having a good knowledge of cells surrounding an eNB is necessary for RRM and ICIC. It helps establishing an X2 connectivity which is representative of actual neighbourhood, for handover purpose, while keeping the number of X2 links at a minimum. It may also be used to determine neighbour cell lists so as to guide UEs in focusing their radio measurements on signals coming from the meaningful neighbour cells. 
The present contribution addresses the issue of determination of such neighbour cell relationship in the scope of LTE.

2. Discussion

Most PLMN operators build the contents of the neighbour cell lists at the radio planning phase, prior to deploying the base stations in the network. It is for instance possible to derive such lists from simple analysis of the geographical position of adjacent base stations. Optimised lists, leading to better handover quality, can be generated by finer analysis of the radio propagation, and from data collected in measurement campaigns.

Each time a base station has to be added in the PLMN, the PLMN operator has to launch expensive simulation or measurement campaigns so as to carefully select the appropriate set of neighbour cells for the added base station, as well as for the base stations in the vicinity. For such reason, addition of new cells in the PLMN is a rare event, in the order of every month, where multiple new cells are added at once, e.g. at 2:00 a.m. on Saturday mornings.

Home eNode Bs in contrast ‎[1] are likely to be inserted in the network at a much more frequent pace, every hour or so, and in a uncoordinated way.
As Home eNode B are expected to be neighbour to bigger (macro or micro) conventional eNode Bs, the requirement to adapt the neighbour cell lists more often also applies to the conventional eNode Bs. 

Thus, both Home eNode Bs and bigger (macro or micro) eNode Bs will both have to update their neighbour lists more dynamically than in UTRAN, and it is required that these lists are self determined by both conventional eNode Bs, for which some radio planning can be expected, and Home eNode Bs, which will deployed in a less coordinated way.

3. Proposal
At last joint RAN3/SA5 meeting in June, it has been recognised that PLMN operators should have at least a rough knowledge of where the HNBs are actually located [2]. The precision of such a rough location is still FFS, it is assumed here to correspond to a home or an office.

The proposed mechanism is the following:

a) When a new Home eNode B pops up in the network, the start-up procedure includes a report of Home eNode B location to a node in the network, the OMC for example,
 b1) The network determines an initial set of potential neighbour eNode Bs of the new node from its location indication and forwards it to the new node.
Such a rough determination can be based for example on a distance criterion between the location of already deployed eNode Bs and the location of the new one. Some restrictions may apply, based for example on some characteristics of the node. This initial set can be quite large and is clearly not optimised.

b2) The new eNode B establishes X2 interface with each candidate neighbour eNode B contained in the initial list ‎[3]
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‎[4], and informs them that its own cells are potential neighbours‎ [5].

c) eNode B autonomously optimises the neighbour cells set thanks to local observations and measurements. Un-necessary X2 connections are released.

This process can be viewed as implementation dependent and leaves room for vendor differentiation. As example, when a terminal is present in the cell, the eNode B can successively test multiple subsets of the initial list of potential neighbours, and order the UE to report levels of selected cells. The eNode B can then discard the cells which produces the lowest average measurement values, or which are not detected. As another example, eNode B can discard the cells for which no successful handover could be observed after some observation period.
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Figure 1 - Self optimisation of neighbour cell lists 

(a) self declaration of location - (b) determination of initial set of potential neighbours

 (c) optimisation/reduction of list to optimum set of actual neighbours.

4. Conclusion

We have proposed in this contribution a way forward for the self determination of neighbourhood relations. Our proposal: 

· relaxes the needs for tight radio planning and heavy measurement campaigns needed for the optimisation of the handover procedures,

· relies on the possibility for the network to determine a rough location of each eNode B, 

· requires that all eNode Bs in the EUTRAN share the same self determination principles, in support to home eNode Bs.

This neighbourhood optimisation mechanism may be linked with the optimisation of X2 connections.
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