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1 Introduction

This contribution discusses approaches to the deployment of E-MBMS services in terms of network topology and nodes’ interaction, in particular with respect to the deployment of the infrastructure for Unicast services. It strongly relies on specified characteristics of the MBMS-GW and derives successful approaches to the CP architecture. It analyzes and points out the inherent complexity of selecting a Point-to-Point approach for the E-MBMS’s control plane, and also deals with the option of co-locating the E-MBMS CP node with the MME. 
2 Discussion

2.1 Current assumptions and essential characteristics
2.1.1 Network deployment aspects

It is currently considered that E-MBMS may be offered on downlink only, dedicated frequency carriers or else sharing with Unicast Services in so-called mixed frequency carriers. The radio transmission is preferentially based on SFN (Single Frequency Network) transmission. The possibility of using dedicated carriers and a distinct radio transmission technique suggest that E-MBMS radio planning and infrastructure deployment will be distinctly different from the deployment of a network for Unicast Services.
Some of the most popular MBMS Services should be location independent, made available throughout the operators’ network. Contrary to Unicast services, which can rely on several radio access network systems for their delivery, and count on inter-system mechanisms for their continuity, MBMS services will require determined throughput capabilities and will be optimally delivered when relying on a single radio access network. Contrary to Unicast Services, which imply a growth of the network capacity by means of smaller cells and frequency re-use, the improvement in the delivery of MBMS services is provided by an extension of the coverage. In the particular case of SAE/LTE, and relying on fully mature GERAN and/or UMTS networks, while Unicast Services may be first deployed in hot spots, MBMS services shall be provided according to MBMS Service Area extensions, eventually over the entire PLMN.
From this perspective, it is interesting to point out that:

· E-MBMS deployment may consist of a distinct radio access network infrastructure

· E-MBMS network growth is unrelated to the Unicast Services’ network growth

2.1.2 E-MBMS’ User Plane Design and its consequences
E-MBMS’ User Plane has been designed with the use of IP multicast in mind. In addition, the need to support user plane synchronized delivery over the air (for SFN conditions) has strengthened the one-to-many design approach. A logical node MBMS-GW has been identified and captured in the relevant documents ([36.300]). The MBMS-GW does not need accurate knowledge of radio resource allocation at a given eNodeB, and in fact can address multiple eNodeB(s) irrespective of their appurtenance to different MBSFN synchronization areas. In any case, there shall be a single MBMS-GW addressing the eNodeBs of the same MBSFN synchronization area.
The size of the MBSFN synchronization area shall not be limited in any way, and it is possible and advantageous that there is a single one throughout the PLMN. For those services like Mobile TV that are attractive for people on the move, by train or by car, it is reasonable to synchronise the eNBs delivering MBMS over the railway and highway networks, which covers most of the country and join all main towns and cities in the country. As a result of synchronizing neighbouring eNBs throughout transportation networks linking the towns of a country, it is reasonable to think that per PLMN, at least in the long run, a single MBSFN synchronization area will exist.
It is interesting to point out that:

· E-MBMS will always rely on an IP multicast transport infrastructure

· For a specific service, a single MBMS-GW is sufficient, irrespective of the size of the MBMS service area.

· For those national services where the whole country is the MBMS service area, the use of a single MBSFN synchronization area needs to be considered and for proper content synchronization, the use of a single MBMS-GW per service.

2.1.3 Considerations on the MCE

In a similar fashion as for the MBMS-GW, a given MBSFN Synchronization Area needs to be managed by a single MCE –at least for those resources to be assigned for a specific service over the entire area.

If the MCE relies on Point-to-Point to address the eNBs, either a single MCE connects to all eNBs, or else it relies on a hierarchical tree of MCE nodes. In that sense, an MCE to MCE interface is an unavoidable issue in any complete E-MBMS architecture.
2.1.4 E-MBMS General Architecture

The E-MBMS architecture is under discussion and in the last SA2 meeting, following diagram reflects the current understanding
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Figure 1: [23.401] “4.2.3-1. MBMS Architecture for 3GPP Accesses”
In terms of E-MBMS CP architecture for E-UTRAN, the MBMS Session Management (Start, Stop and Update) procedures over the M?-C interface(s) are here under discussion.
2.2 Design of the E-MBMS Control Plane

2.2.1 Considering Point-to-Point based CP between EPC node and E-UTRAN

The use of PtP poses serious scalability challenges in the interconnection between EPC and E-UTRAN that will certainly be solved by the use of multiple nodes. The specification of a 1-to-many interface (e.g. between MBMS_GW_UP and MBMS_GW_CP, or else between MBMS_GW and MCE) will be necessary. In addition, diverse redundancy approaches (Figure 2) will have to be taken into account.

Coordination requirements between these nodes for the provision of the relevant UP IP multicast address and synchronization information for the control plane ( this issue is still FFS, pending a RAN2 decision on how to provide control information in SFN conditions) will need to be addressed.

In particular for the case of the MCE, and addressing a national-wide MBSFN Synchronization Area, it has been already mentioned in the past (e.g. [R3-070661]) that an MCE to MCE interface will certainly be needed to consistently coordinate the resources of that single MBSFN synchronization area (Figure 3). 
Last but not least, this multiplication of nodes (or additional purpose-specific cards for existing deployed nodes, if a physical colocation is favoured) to be purchased and operated, interfaces to be established and operated, etc… results in increased CAPEX and OPEX costs for the operator.
2.2.2 Considering the re-use of the Unicast network scalability for the E-MBMS CP scalability
The Unicast Architecture is described in [23.401]. The MME is a logical node that carries diverse control functions for Unicast and offers the point-to-point connections to the Unicast eNBs from the EPC for the control plane signalling. Overlapping MME pool areas are defined in the network (with the property that an eNB may belong to multiple pool areas), a pool of MME(s) is responsible for each of these areas with the purpose of load sharing and redundancy purposes. [Please refer to figure 2]
There might be an interest to try to re-use the Unicast network scalability for the E-MBMS CP connections towards the eNBs in case of operating Unicast and MBMS parallel in the network, by physically (not logically) co-locating E-MBMS_GW-CP with MME . However the MBMS Service Areas and pool areas are entirely unrelated from each other, raising no possible synergies in the sense that the physical node will be addressing different set of eNBs for the different purposes of Unicast and E-MBMS. [Please refer figure 3] Additionally, any evolution of the Unicast deployment to comply with new capacity requirements (additional eNBs/Cells deployment in the geographical area) leads to reconfiguration of eNB to MME connectivity that may interfere to existing E-MBMS configuration and trigger a re-configuration for the purpose of E-MBMS as well, if the E-MBMS is mapped with Unicast scalability.

Therefore defining the Point-to-Point based CP for E-MBMS will not ensure the possibility for re-using the Unicast network scalability for the E-MBMS CP except in certain very limited configuration scenarios.

However, in any case the E-MBMS architecture will need its own configuration and cannot reuse the Unicast configuration architecture, the Point-to-Point connections will consist of own SCTP associations (there is no such thing as a re-use of an SCTP association!).
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Figure 2: Unicast architecture, RAN deployment and MME interconnection to eNB(s) 
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Figure 3:  E-MBMS deployment in the corresponding RAN architecture
Note: The SGmb interface is drawn between BM-SC and MBMS_GW_CP, although it could be as well established e.g. between BM-SC and MB-GW first, and then between MB-GW and MBMS_GW-CP. Note as well that it is possible to imagine a physical MCE and MB_GW, and an MCE and MBMS_GW-CP co-location, or else a double role of a specific MCE as “master” of all MCEs and as MCE of a specific subset of eNBs.

2.2.3 Consequences of uncoupling the User Plane architecture from the Control Plane infrastructure

The characteristic of the E-MBMS User Plane architecture is its use of IP Multicast, basing the Control Plane architecture on Point-to-Point would strongly decouple both planes, especially in physical terms. This has profound consequences, some of which have been illustrated,
· User Plane and Control Plane present different scalability properties and result in configuration rules, and separate dimensioning and deployment results

· User Plane and Control Plane rely on different transport networks established over a common IP infrastructure, an IP multicast optimized transport network and CP certainly relying on a transport network optimized for the Unicast Architecture. This results again on separate efforts for both planes
The most striking characteristic of this strong physical decoupling between both planes is that the control plane cannot be entirely trusted on what actually happens in the User Plane, and whether it is available. If a command is successful on the CP path (e.g. Session Start), this does not necessarily mean that it is actually executable on the UP (e.g. UP path is broken and cannot be used to join the corresponding multicast tree). Reversely, a CP command can fail for CP deployment specific reasons while there are actually no obstacles on the User Plane for the service delivery (please refer to R3-071570). 
3 Proposal

It is proposed that the existing scalability challenges when addressing from the EPC simultaneously a large amount of eNBs (potentially all) in the network are solved as part of the decision on the E-MBMS CP.
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