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1
Introduction

The purpose of this document is to compare, in the context of E-MBMS, the advantages and disadvantages for the transport of CP MBMS Session Management messages between EPC and E-UTRAN of a point-to-point connection-oriented approach with a point-to-multipoint connection-less approach. 
2
Discussion

2.1 Summary table

The use of point-to-multipoint simplifies, on the manufacturing side, E-MBMS system design and implementation, on the operators’ side, the overall E-MBMS network architecture, planning, configuration and operation. It considerably improves the efficiency and performance of the overall system. The following table summarizes results explained in detail later in the document. The preferred option for each issue is highlighted in bold characters.
	Issue
	Point-to Point CP
	Point-to-Multipoint CP

	CAPEX
	High (several nodes)
	Low (fewest number of nodes)

	OPEX
	High (several nodes, configuration is per interface and node)
	Low (fewest number of nodes, reduced configuration efforts, 2.3.3.12)

	Transport network design & operation
	Needs extra efforts (or is else based on extra efforts for reuse of Unicast architecture)
	Re-uses UP effort without additional efforts

	Scalability
(ref. 2.3.3.8, 2.3.3.9)
	Low
Lower than UP, certainly solved by using multiple CP nodes
Unrelated to MBMS-GW_UP deployment and scalability
	High 
in equal terms with the UP scalability
Can be related to the MBMS-GW_UP deployment and scalability 

	Management of Radio Access Network Growth and Modification 
(ref. 2.3.3.14)
	Needs re-configuration at the EPC core, eventually additional nodes
	No impact on EPC

	Support of Lightweight Deployment
(ref. 2.3.3.11)
	Needs to be argued, but in principle implies more than one node for the control plane and therefore does not fully meet lightweight deployment requirements.
	Yes

	Evolution from lightweight to full-weight deployment (MCE introduction)
	Needs to be argued, would probably need 
re-configuration of PtP connections between some nodes, configuration of new interfaces
	Smooth evolution with the introduction of the MCE without re-configuration of other up and running nodes, only configuration of new interface

	N:1 relation between a control plane node (and/or MCE) and a user plane node
	To be addressed with N:1 capable interfaces specification and operation
	1:1

	Reliability
	Apparently High,
but Problem arising from de-coupling with UP transport (2.3.3.5)
	Acceptably high ([R3.018] 6.13.5)
Does not present the de-coupling problem

	Security concerns
(ref. 2.3.3.1,
[R3-071297])
	High
nevertheless UP security to be solved 
	As high as for UP
(CP security far less relevant than UP security)

	Transport Protocol Stack
	SCTP/IP
	UDP/IP (others under evaluation)

	Speed in UP establishment and MBMS-GW data stream start
(CP to UP time cycle)
(ref. 2.3.3.6) 
	Low
	High

	Addressing CP synchronization requirements (potentially to be defined)
	Complex, 
since multiple nodes in use
	Straightforward
Synergies with SYNC protocol in case of MBMS_GW_UP colocation

	Transport resources efficiency
	Very Low
	High

	Risks of Auto-congestion effect on C-Plane
(ref. 2.3.3.7)
	High
	Low

	Pre-configuration mechanisms
(From NSN perspective this ensures multi-vendor environment support and inter-operability, in particular for lightweight deployment support)
	Shall be available without restrictions
	Shall be available without restrictions

	System design & implementation & testing
(ref. 2.3.3.10)

	Complex
due to full-state machine at the Application Plane over multiple associations, the 1:M relation between UP node and CP nodes, and collateral interaction with Unicast System.
	Simplified, 
with a stateless machine at the application plane

	MBMS via Satellite to E-UTRAN deployment
	Complex
	Straightforward


Table 1: Comparison between E-MBMS PtP CP and E-MBMS CP PtM
2.2 General information on E-MBMS
Requirements and current proposals on E-MBMS are captured in [R3.018] and [36.300].

Following issues on the UP architecture were currently captured,

· IP Multicast is used in the User Plane between MBMS-GW and eNBs for both multi-cell and/or single cell transmission.

The following figure captures the logical architecture as agreed for the User Plane,
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Figure 1 User Plane Architecture

In the context of the User Plane and for MBSFN purposes, a SYNC protocol is going to be specified that enables each service to be handled by a single MBMS-GW independently of the RAN diversity in terms of MBSFN areas and SC eNBs over which the service is provided ([36.300]).
Currently, following issues are captured regarding the architecture of the control plane,

· A logical entity called “MCE” is needed in order to coordinate MBSFN Radio Resources configuration aspects. The exact nature of the MCE has not been discussed and needs further study ([TR R3.018], 6.12.7.2)
· No signalling will be specified between MCE and UE.
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Figure 2: ]R3-071228] E-MBMS Logical Architecture
The MCE is a fundamental entity in the E-MBMS architecture that is responsible for the coherent radio resources allocation in MBSFN Synchronization areas for the different services. This configuration may be performed in a static way and, therefore, the MCE operation may be as well performed as part of Network O&M pre-configuration. The specification of the M2 interface ensures however that this can be carried from the O&M to nodes from different vendors (open interfaces & multi-vendor operation).
The involvement of the MCE in basic control procedures such as the MBMS Session Start, Update and Stop would imply the mandatory introduction of one or more central RAN node(s), potentially with interfaces between them, for E-MBMS -specific purposes, no matter how restricted the original set of services to be supported is. Moreover, the involvement of the MCE is only justified for MBSFN areas, and not for single eNBs transmitting in Single-Cell mode(s).

The requirement of a reduced OPEX&CAPEX E-MBMS deployment option, at the potential trade-off of restricted support of specific types of dynamic services, has been expressed by several operators and addressed by several suppliers with promising prospects in terms of actual capabilities ([R3-071016]). Such a network deployment may bear the name of E-MBMS lightweight deployment, and is mainly characterized by a 

· Reduced number of physical nodes and interfaces to be configured, needed for the delivery of the services. 

· Absence of the MCE functionality in the up and running network, i.e. the MCE functions are accomplished in advance and are not needed anymore on the spot during service start and execution. 
As a result, the lightweight E-MBMS deployment should imply that a control plane interface exists directly between EPC and eNBs.

The lightweight deployment then appears like in the following figure, the MCE functions being executed beforehand during the configuration of the network (e.g. during configuration of MBMS Service Area in the eNB).
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Figure 3 [R3-071016] Lightweight E-MBMS Deployment

The sourcing companies of this document are convinced that the re-use of IP multicast for the Control Plane between GW and eNBs is a cornerstone of the lightweight E-MBMS deployment. One of the many reasons is that it defines the MBMS Session Signalling as going from MBMS_GW straight to the eNB:s, without intermediate nodes. This approach also has remarkable benefits for the generic E-MBMS architecture, and this is explained in the following section and summarized in the form of a table in 2.1.
Last but not least, the lightweight deployment shall be guaranteed in a multi-vendor scenario, where nodes of different vendors are deployed. This shall be, ensured by the definition of the MCE, by means of interfaces such as M2 and M?-C that also support pre-configuration mechanisms in such a way that the MCE can act as part of the O&M network configuration.
2.3 Comparison between the use of point-to-point and point-to-multipoint multicast

2.3.1 Re-using UP’s IP Multicast network for CP purposes
For the purposes of User Plane distribution, IP Multicast is selected as the transport mechanism. Re-using it for control-plane purposes is a straightforward decision and simplifies, on the manufacturing side, system design and implementation, on the operators’ side, planning, configuration and operation. This is argued in the coming sections.
2.3.2 Selection of point-to-multipoint CP for the general architecture
The use of IP Multicast actually makes the existing E-MBMS approaches compatible and implies a smooth evolution between the lightweight architecture and the full-weight architecture. The following Figure 4 illustrates the fully-fledged architecture, with the use of IP multicast, as an evolution of the deployment shown in Figure 3.
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Figure 4: Fully-fledged E-MBMS deployment with IP multicast for UP and CP

With the proposal of IP multicast for the control plane, we attempt to 

· solve serious E-MBMS realization issues (in terms e.g. of Scalability, 2.3.3.6), 

· enable the lightweight deployment, 

· enable a smooth evolution towards a fully-fledged architecture, 

· solve the current controversies on the control plane architecture (2.3.3.11)
2.3.3 Detailed analysis of issues

2.3.3.1 Clean separation of MBMS-GW and RAN

The use of IP multicast both for the User Plane and the Control Plane enforces a clean separation between EPC and E-UTRAN. At the E-MBMS GW, no specific knowledge of the RAN is needed, not even in terms of eNB addresses. The EPC addresses MBMS Service Areas, not individual eNBs, in the genuine intention of the E-MBMS Service concept.

2.3.3.2 Security concerns
Security aspects related to the use of IP Multicast both for the User Plane and the Control Plane have been discussed in SA3 and the conclusions have been communicated to RAN3 in [R3-071297]. The analysis shows that an identified attack motivation is the diffusion of unwanted content to UEs by means of E-MBMS; that the target of the attack is the user plane; and an attack on the control plane is to be understood as a preparation attack to the user plane. SA3 recommends to make the UP secure and indicates the possibility to rely on that same effort to render the control plane secure, although this would have a lower priority.
2.3.3.3 (No-)Need for a response from the eNB
When we consider the control plane in a communications system, we observe that it is based on mechanisms enabling feedback, at least for receipt confirmation purposes. In the case of E-MBMS, there would be no other usage than CP messages confirmation, since the controlling node does not execute any particular task that would depend on information provided in the Response. The decision to start multicasting on an assigned IP multicast address from the MBMS-GW_UP does not depend on the availability and the nature of a response from the eNB.
In E-MBMS, a control feedback would be only for the purpose of reliability.

The need for a response from the eNB is therefore not a mandatory requirement, but it can be addressed in a number of ways even when using IP multicast, when reliability needs to be guaranteed (2.3.3.4).
As an example of the irrelevance of the eNB response, please refer to 2.3.3.6, which exemplifies how, even in an implementation relying on PtP CP, the EPC would not wait for the eNB’s answer to start delivering data over the IP multicast address.
2.3.3.4 E-MBMS CP Reliability when using Point-to-Multipoint CP
Nokia Siemens Networks would like to indicate that the use of IP Multicast for signalling purposes has already been discussed in the past and [R3.018] 6.13.5 are covered clearly indicates that it is feasible and that a repetition mechanism of the Application Message is sufficient to fulfil the reliability requirements. The remainder of this subsection provides additional information on how to improve this reliability.
The reliability of E-MBMS, is of high relevance for the UP and relies on a careful design & planning of the IP multicast transport network. CP reliability can be obtained by following methods,
1. Repetition of the control message at the application layer
As discussed and reflected in [R3.018] in the context of the use of IP Multicast for the purpose of paging, this actually suffices to ensure reliable message delivery
2. Rely additionally on periodic CP information
Periodic CP information can be distributed, eNBs detecting that they have not received it can then consult/request it from e.g. MBMS_GW

3. Rely on feedback mechanisms (CP) to intermediate nodes
equivalent to specifying on CP layer already devised mechanisms of providing ACK/NACK back to the source, eventually through a hierarchical feedback tree
4. Rely on an auxiliary node like the MCE
Finally, the proposed logical architecture ensures full reliability by using the MCE in Point-to-Point relation to the rest of the entities
In this sense, reliability can be addressed in a step-up approach by operators. Selecting IP multicast instead of IP Point to Point for CP transport purposes simply introduces a higher choice of mechanisms to match the particular requirements of each operator.
Nokia Siemens Networks recommends however to rely basically on message repetition, a configurable number of times. The Packet Error Rate of the IP network shall be calculated (returning a value between 10E-7 and 10E-5), and taking into account that a message will be placed in a single packet, a repetition of e.g. 3 times would degrade the possibility of having a single eNB not receiving the CP message below 10E-15.
There is as well steady progress at the IETF in the field of reliable IP multicast transport that could revert into this being solved in the transport layer. Otherwise, point 3. Refers to the possibility of treating the messages at the application level (e.g. an MBMS Session Start) as needing at the AP to be responded, just as if they had been received in a PtP relation. In order not to overload the control node with an avalanche of responses, an intermediate node can be used instead, e.g. simply a neighbouring node B that is designated for this task. In this sense, the complexity at the AP is comparable to the one we have in case we select IP Point to Point as the transport mechanism for the control plane messages. 
2.3.3.5 Can the reliability of E-MBMS UP IP multicast be based on the E-MBMS Point-to-Point CP?
It is possible to build the CP and UP planes using completely separate networks, which can be optimised to guarantee the different requirements of a multicast transport and of Unicast transport (potentially sharing Unicast Architecture infrastructure). For example, in the control plane, the reliability can be emphasized more than bitrate in user plane. So if networks are completely different, then the reliability information from another network cannot be used as information to derive the reliability in another network. The different networks scenario is not seen the way how future networks are built.

Therefore the more realistic scenario is that UP and CP are connected to the same network. Related to this scenario, one presented idea has been that if CP would use ptp SCTP, then MBMS_GW_CP knows how many retransmissions have been required to transmit certain control plane messages, and that information then could possibly be used to derive the reliability of the user plane. In principle that would be possible if CP and UP NEs are connected to the same router, and number of different routes are limited in the IP network. Then some indicative information could be gathered, but that information is not exact as packets are handled independently from each other in the routers and when network grows, then the number of different alternative routes increases as well.  
2.3.3.6 When time matters

It is important to evaluate the “CP to UP cycle” (time elapsed between signalling the IP multicast address and actually starting to send data on that address from the MBMS-GW).
In this sense, the UP is designed in such a fashion (regarding e.g. SYNC protocol, regarding higher application and service layers) that the data stream can be joined when it has already started.

Taking this into consideration, in case of PtM it is recommended to leave a time equivalent to that needed for the IP multicast distribution tree establishment, by means of IGMP Join, once the Control message has been sent, before starting the data stream.

In case of PtP, it is necessary to add to this time, the time needed for CP completion (SCTP association establishment with its 3-way handshake before it can be actually used, Session Start message, and Session Start response) and indication of CP completion to the MBMS_GW_UP. A faulty eNB not responding can seriously delay the procedure, until the CP decides to mandate UP start after having waited in vain for an ACK from the eNB.

Therefore, the indication of the relevant UP IP multicast address to the eNB is faster when PtM CP is used. In this context, please note also that the actual SCTP association establishment is really needed and that a re-use of an existing SCTP association is hardly improbable.

Moreover, a clever implementation of an E-MBMS system that uses PtP would not wait for the CP completion and start the UP anyway after the tree establishment time has elapsed. This would mean that it would work without relying on ACKs from eNBs, thus providing an a posteriori confirmation that the PtM approach is in fact correct and would have been a better choice.
2.3.3.7 Can the control message actually get lost?

It is worth noting that the MBMS Session Start message is distributed shortly before the service is delivered and, in a well dimensioned network, does not meet congested nodes that may endanger its delivery. Would it meet a congested node, would it be lost because of congestion, it is then probable that the User Plane could not have been established because of the same congestion conditions.

A similar reasoning is valid when the MBMS Session Stop is sent; it is sent when the User Plane traffic has ceased, and therefore, in a well dimensioned network, resources are again available.

It is therefore reasonable to assume that MBMS Session Control Messages are usually exchanged in a non-congested IP multicast network environment, with higher delivery and execution guarantees.

Finally, it can be assumed that Control messages are properly prioritized and experience a safe & fast delivery.

On the PtP side, there is an interesting negative effect related to the use of IP point-to-point for transmitting multiple simultaneous control messages on a given hop, which is the incurred peak congestion situation generated by the avalanche of messages of equal priority, and the consequent higher probability of losing some of these concurrent control messages. This situation does not occur when using point-to-multipoint, as there is a single message on every leg of the distribution tree. The probability to lose a control message sent as point-to-multipoint is therefore lower than the probability to lose some of the control messages when they are sent in point-to-point mode. 
In this sense the “CP to UP cycle” (time elapsed between signalling the IP multicast address and actually starting to send data on that address from the MBMS-GW) additionally increases in the case of the use of PtP, due to the longer handling time related to SCTP/IP and a higher repetition of control messages due to higher probability losses in the first multiple transmission.
2.3.3.8 Addressing scalability issues

One of the main reasons to use IP multicast not only for the UP but for the CP as well is to address the problem of E-MBMS scalability: for national-wide services, all E-MBMS eNB:s shall simultaneously receive E-MBMS Session Messages. As the E-MBMS_GW shall be unique for a given service (a requirement for the E-MBMS GW UP)

(Refer also to 2.3.3.1), it is also certainly unique for the control plane of that service. This poses a serious scalability limitation if IP PtP is used (see also 2.3.3.6). This limitation is solved in the same way it has been solved for the UP, i.e. by using IP Multicast.
The choice of PtM does not only provide means to reduce the PtP Control Plane Downlink signalling avalanche, but, by extension, avoiding the returned avalanche of Uplink ACK messages from all Service Area’s eNB:s.
2.3.3.9 Other ways to address Scalability issues
What if we consider E-MBMS GW UP and CP separation, and several MBMS-GW CP:s for a single E-MBMS GW UP, in order to address the problem of scalability?

This seems possible but may ignore the fact that we will probably have MBSFN conditions for the CP as well, and the approach of coordinating several MBMS-GW CP:s for a given single PLMN MBSFN area may be a far more complex issue. In this respect, it may seem a possible way forward but may actually create worse troubles, introducing 1:N interface relation between MBMS_GW_UP node and MBMS_GW_CP node (or MCE node). In addition, an interface between these nodes would be needed for coordination purposes.
2.3.3.10 Lightweight Signalling Processing at MBMS-GW

Without IP Multicast, at the MBMS-GW_CP a “state machine” needs to be used in order to keep track of the status of each connection to an eNB, until the reception confirmation is received. This results in a higher implementation complexity and resources needed in terms of Processing&HW&TNL, with the usual impact and limits in terms of scalability.

With IP Multicast, a CP stateless machine can be used to address an entire service area, without concerns in terms of processing or scalability limits.
2.3.3.11 Enabling both a Lightweight deployment and 
a fully-fledged E-MBMS deployment
The evolution between the lightweight E-MBMS deployment and a fully fledged architecture is made possible if IP Multicast is in use for the Control Plane. Selecting IP Multicast –based CP from the MBMS-GW also solves the current controversy on whether 3GPP should specify a simple architecture, where the MBMS-GW addresses directly the eNBs, or a more complex architecture, where the MCE is also involved in the session control.

2.3.3.12 Simplify planning, configuration and operation

If two different transport approaches were used for User Plane and Control Plane, we would have double planning, configuration and operation efforts.

Since IP Multicast is already selected for the User Plane, the efforts for providing IP multicast can be reused for the Control Plane traffic as well. This relates to the IP network planning. Otherwise, an additional effort needs to be provided in case IP PtP is used instead.

In terms of configuration and operation, the same principle applies. While using IP Multicast for both allows having identical configuration and operation methods, if two different transport methods are used, two different configuration and operation methods will have to be used.

2.3.3.13 Straightforward configuration at the MBMS-GW of eNBs and MBMS Service Areas

The configuration of MBMS Service Areas and related eNB:s is greatly simplified: an IP multicast address identifies an MBMS Service Area in the network, pertaining eNB:s are joined to (IGMP). The E-MBMS GW shall only know which IP multicast address corresponds to a service area, while each eNB has pre-configured to which IP multicast addresses it shall be permanently joined to as part of their MBMS Service Area support.

On the contrary, when a PtP Control Signalling is used, at the MBMS-GW it is necessary to have connection data for all eNB:s, and a mapping of MBMS Service Areas into eNB:s to be contacted. At the eNB, it maintains a list of the MBMS Service Areas to which it shall serve. Thus, both the configuration is complex and the message handling follows a multi-step selection approach.
2.3.3.14 Straightforward Network Growth with no additional EPC configuration

When a new eNB is added, or the network modified, in case CP relies on PtP nodes at the EPC will need to be re-configured. This is simply not the case if CP relies on PtM, since the eNB will join the IP multicast address defined for the MBMS Service Area, and the EPC is simply addressing that IP multicast address whenever a service needs to start at the MBMS Service Area. 
3
Conclusion
In the light of this comparison, it is proposed to select Point-to-Multipoint for the Control Plane interface between EPC and E-UTRAN (Please refer to [R3-071569]).
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