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1 Introduction

In RAN3 #56 was proposed to look for an architecture solution which would allow flexibility in the LTE MBMS deployment based on the operator service scenarios [1].  In this contribution is presented an option for E-MBMS architecture and shown how the session management will work in case the IP Multicast is used for the CP signalling between the MBMS-GW and the eNBs. 
2 E-MBMS Architecture
2.1 Requirements for the E-MBMS deployment

In TSG RAN3 #56 was proposed to take into account when defining the E-MBMS architecture that there are different deployment scenarios for E-MBMS [1]. In order to ensure a successful E-MBMS operation it is important that the architecture is flexible allowing phased deployment based on the operator’s interests.

Additionally there is a need to ensure that the required network investments are feasible for the deployed features, e.g. a network offering E-MBMS at the start only in single cell mode, would not need to have MCEs with MBSFN RRM functions or a network containing only pre-scheduled MBMS services can have part of the MBSFN RRM parameters pre-configured in the eNBs.

In order to ensure a smooth evolution in the E-MBMS deployment the updates and re-configurations in the existing network nodes should be minimized when launching new type of E-MBMS services or new functions. 
2.2 Proposed network architecture

There is currently an agreement in 3GPP on the working assumptions for the E-MBMS User Plane architecture. The details of the SYNC-protocol and scheduling are still open. A solution allowing dynamic multiplexing of MBMS services broadcast over the same MBSFN Area with distributed scheduling is presented in [3]. 
The E-MBMS Control Plane architecture is still under discussion. The key items to be agreed are which network entities are involved to the Session Management and whether the CP signalling from MBMS-GW towards E-UTRAN is based on IP Multicast or Point-to-Point connections.
The reference architecture which is used as the basis for the proposed procedures has been initially described in [1] and [2]. 
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Figure 1: Proposed network architecture for E-MBMS
MBMS-GW:

In the proposed reference architecture the MBMS-GW entity is assumed to be the termination point of Gmb and Gi interfaces and responsible for the MBMS session control and for the user data distribution to E-UTRAN. The MBMS-GW will contain the CP and UP functions. The interface between the MBMS-GW and eNB(s) for the CP signaling is called M1-c and for UP signaling M1-u. Both interfaces are assumed to use IP Multicast for transmission towards the E-UTRAN.
MCE:
In the proposed E-MBMS architecture the MCE will be responsible for the RRM of the MBSFN area(s) and for defining the rules for the distributed user data scheduling for the cells transmitting in MBSFN mode. In case dynamic MBSFN areas shall be supported in the network, the MCE is responsible for defining the parameters for the algorithm used in the cells to determine the turn on/off the MBMS transmission. The MBSFN management is discussed further in [4].

For the MBMS-GW the MCE shall define the parameters, which are used as input for synchronizing the air interface transmission time point of the user data packets in the eNBs. The details of the parameters are FFS. The interface to deliver the parameters to MBMS-GW from MCE is M3 in Figure 1.
The eNBs part of the MBSFN area will get from MCE information, which is needed in MBSFN mode for the unified output in the radio interface on MTCHs and MCCHs among the cells part of the MBSFN area. This information could contain e.g. semi-static radio resource allocation and scheduling for MTCHs and MCCHs, MBSFN area specific parameters for RLC/MAC procedures and for unified RRC behavior. The interface between MCE and eNB is called M2 and is based on the Point-to-Point connections.

To ensure a smooth phased MBMS service deployment in the network it is important to minimize the changes in the interfaces from the MCE towards the eNBs and the MBMS_GW. This can be easily achieved by specifying the RRM related procedures such way, that the message flow from the MCE towards the eNBs or MBMS-GW is not depending on, whether an MBMS Session Start has been initiated by the BM-SC, but can be performed at any time, and, especially, very well in advance, in order to perform pre-configuration.
In case the intention is to provide part of the MBMS services with a network wide MBSFN area, and other MBMS services in local MBSFN areas, it might be necessary to consider a kind of “hierarchically distributed” CP RAN architecture for the MCE. This deployment scenario has been discussed further in [2].
eNB:

The eNB is responsible for the air interface operation. The eNB controls the mapping of MBMS Service Areas to cells. In the MBSFN mode the eNBs will follow the parameters defined for the MBSFN mode of a session for RRM as well as for user data processing and for synchronized air interface transmission. In single cell PtM mode the eNBs do not need support from the MCE. The RRC and RRM are also handled in single cell mode similar as for unicast: the eNB makes the decisions by itself.

Depending on the agreed solution for figuring out the distribution of interested users in the MBMS service area, a counting procedure or a similar mechanism may have to be introduced, if dynamic MBSFN areas are be supported. The counting should be done per cell and the counting results should be handled by the eNBs, because that will be the case for single cell transmission mode already. Solutions for MBSFN counting result handling distributed manner in eNBs has been presented in several contributions [4], [5]. As already mentioned above the eNBs part of an MBSFN area may receive from MCE input for the algorithms used for counting result handling.
2.3 Principles of the proposed network architecture

The key assumptions are that the interfaces for UP and CP connections between the MBMS_GW and the eNBs are same independent of whether the cells of an eNB operate in single cell or MBSFN mode and are using IP Multicast for the transport. 
Only the cells operating in multi-cell mode will have the connection to the MBSFN area specific E-MBMS RRM entity (MCE). It is assumed that a cell operating in MBSFN mode for certain MBMS service may have the capability to operate in single cell mode for another MBMS service. 

All these assumptions support flexibility in the E-MBMS deployment. 

Cells operating only in single cell transmission mode

As requested in [6] for the service continuity between MBSFN areas and E-MBMS cell in single cell transmission mode, it can be concluded that there will be networks in which a certain part of the cells is going to operate only in single cell mode. Mandating to use an additional entity, e.g. MCE, for the Session Control signaling between the MBMS-GW and such eNBs, containing cells only with single cell transmission mode, is not justified as none of the functions defined for MCE is necessary in single cell transmission. The scalability issues of a nation-wide MBMS service area (discussed more detailed in [7]) can be solved by using IP Multicast for the Session control signaling between MBMS-GW and eNBs. 
Cells operating in MBSFN and single cell transmission mode

It is assumed that cells part of an MBSFN synchronization area may provide some MBMS services in single cell transmission mode. A typical case would be a cell specific content or an MBMS service with very few UEs in cells that are clearly apart from each other. In order to reduce the complexity of the E-MBMS support in the eNBs, the Session control signaling between the MBMS-GW and eNBs should be same independent of the MBMS transmission mode used in the cell for a certain MBMS service. In case the MCE is part of the session control signaling path while using MBSFN mode and not part of it in case of single cell mode, the eNB operating in both modes would need to support two paths for the same signaling. This can be avoided by using the IP Multicast between MBMS-GW and eNBs for the Session control signaling independent of the transmission mode of the cell. 
MCE supporting E-MBMS deployment flexibility
As discussed above using MCE part of the Session control signaling in E-MBMS is not seen feasible in case IP Multicast for the CP signaling can be supported.

However as already concluded in 3GPP TSG RAN3 discussions there is a need for a centralized RRM entity in case of MBSFN operation mode. Now depending on the characteristics of the offered MBMS services there might be frequent or more seldom need for allocation radio resources for MBSFN mode. During TSG RAN3 #56 it was shown that in case the MBMS services are pre-scheduled or always-on type [1], it would be possible to launch E-MBMS by having pre-configurations for the used radio resources etc. in the cells part of the MBSFN area.
In order to ensure full multi-vendor support in the eNBs for any E-MBMS deployment scenarios, the interface between the MCE and eNBs should be defined such a way that the same signaling can be used for pre-scheduled and dynamic MBMS sessions. A dynamic MBMS session means here an MBMS session with unscheduled start and stop. This way the eNB would not even be aware of whether the MBMS service is “pre-scheduled” or “dynamic” as the eNB would always store the MBSFN radio resource configuration information for an MBMS session when received from MCE and use that configuration information for the radio interface operation when the session is active. This approach will ensure that launching the support for unscheduled MBMS services in the network would be visible only in the MCE, if the system was already capable to operate in MBSFN mode with pre-scheduled services.
3 LTE MBMS Session Management

3.1 Principles of the IP Multicast for E-MBMS session management
The IP Multicast groups used for E-MBMS session control message distribution are setup as part of the MBMS configurations in the network. Similar to the MBMS service area configurations in eNBs the eNBs will be informed about the Private IP Multicast addresses of the multicast groups to which it shall join. 

[image: image2]
Figure 2: Setup of the Private IP Multicast group for the Session management
There is actually lot of flexibility how to define the set of eNBs part of certain multicast group, but one simple approach is to use the MBMS service areas as the criteria for the multicast groups: all eNBs part of certain MBMS service area shall join the same Private IP Multicast group. As the distribution configuration for the session control signalling of an MBMS session is done with the IP Multicast groups, there is no need to configure a large number of eNB IP addresses as destination addresses per MBMS service area in the MBMS_GW. Also the changes in the network configurations, e.g. adding a new eNB to the MBMS service area, will not require any reconfigurations in the MBMS_GW. The eNBs will not leave the session control related IP Multicast groups except when there is a change in the MBMS service area configurations.

3.2 LTE MBMS session control

In this section is shown how the LTE MBMS session control is working with the proposed architecture in different deployment scenarios. In order to limit the size of the contribution only the MBMS session start procedure is considered in the signalling flows. Similar approach applies however also for other session control procedures like MBMS Session Stop and MBMS Session update.
MBMS Session start in Lightweight deployment scenario

NOTE: here the assumption is that the active MBMS services transmitted with MBSFN mode are known in advance. The unscheduled MBMS services can be still supported in single cell mode even with this deployment scenario.
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1. The BM-SC sends a Session Start Request message to MBMS_GW to indicate the impending start of the transmission. BM-SC provides the session attributes (TMGI, QoS, MBMS service Area, Session identifier, estimated session duration, time to MBMS data transfer, ...). 

2. The MBMS_GW sends MBMS Session Start Request message to the eNBs with IP Multicast.  The message includes the Private IP Multicast Address for the user data stream and session attributes.

3. MBMS_GW sends MBMS Session Start Response message to BM-SC. The message can be sent also before the message #2. 

4. eNB sends the information to UEs that MBMS Session is starting and the radio Bearer is setup. Optionally the counting procedure is initiated too. The information details are FFS. In case of MBSFN mode the radio resources have been configured in eNB in advance, in case of single cell mode the eNB reserve the radio resources according to its packet scheduler algorithms.  

5. eNB will JOIN the Private IP Multicast group if eNB knows that it will transmit the data in air interface. 

6. BM-SC starts transmitting the MBMS Data.

7. At the latest when MBMS_GW receives MBMS data, it sends the MBMS data in PDUs, which includes the information to eNBs to send data in air interface at the determined time.

8. eNB sends the MBMS data to air interface at the determined time 

MBMS Session start for a dynamic MBMS services in MBSFN mode
NOTE: here the dynamic MBMS service is interpreted as an MBMS service transmitted in MBSFN mode and which is not scheduled in advance, for which the session start and stop time points are not known in advance.
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1. The BM-SC sends a Session Start Request message to MBMS_GW to indicate the impending start of the transmission. BM-SC provides the session attributes (TMGI, QoS, MBMS service Area, Session identifier, estimated session duration, time to MBMS data transfer, ...). 

2. The MBMS_GW sends MBMS Session Start Request message to the eNBs and MCE with IP Multicast.  The message includes the Private IP Multicast Address for the user data stream and session attributes.

3. MBMS_GW sends MBMS Session Start Response message to BM-SC. The message can be sent also before the message #2. 
4. MCE delivers to the eNBs the MBMS session related configuration information. 

5. MCE sends the information to MBMS_GW which is used for the SYNC procotol. 

6. eNB confirms the reception of the configuration information to the MCE.

7. eNB sends the information to UEs that MBMS Session is starting and the radio Bearer is setup. Optionally the counting procedure is initiated too. The information details are FFS. In case of MBSFN mode the radio resources defined by MCE are used in eNB, in case of single cell mode the eNB reserve the radio resources according to its packet scheduler algorithms.  

8. eNB will JOIN the Private IP Multicast group if eNB knows that it will transmit the data in air interface. 

9. BM-SC starts transmitting the MBMS Data.

10. At the latest when MBMS_GW receives MBMS data, it sends the MBMS data in PDUs, which includes the information to eNBs to send data in air interface at the determined time.

11. eNB sends the MBMS data to air interface at the determined time 

Based on the signalling flows above it is visible that in the proposed E-MBMS architecture the phased MBMS service deployment is possible without any update needs in the eNB or in the MBMS_GW in the E-MBMS session management. Also the session control signalling will look same for the MBMS-GW and for the eNB(s) independent of the used transmission mode.
4 Conclusions and proposal
In this paper is described the principles of the proposed network architecture and how the MBMS Session management is working in case IP Multicast is used between the MBMS_GW and the eNBs for the Control Plane signalling similar to the User Plane signalling. 
Section 3.2 is also showing the benefits of IP Multicast when targeting phased MBMS service deployment. The session management procedure between the MBMS_GW and eNBs will be same independent of the provided MBMS service types and still with the proposed solution it is possible to avoid any MCEs in the areas, where no dynamic MBMS services are offered in MBSFN mode. From the eNB perspective this proposal has the benefit that the E-MBMS session control signalling will be the same independent of the transmission mode (single cell or MBSFN mode). Additionally it is shown that the phased deployment will require only updates in the MCE when launching the dynamic MBMS service with the MBSFN transmission mode, if the interfaces towards MCE are specified carefully. The interfaces between the MCE and the rest of the nodes shall enable pre-configuration mechanisms, which may take place independently of the session management.

It is proposed to agree on using the IP Multicast for the MBMS session management from the MBMS_GW towards the E-UTRAN access and to take the proposed reference architecture as the base line for further work.
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1. eNB will join the Private IP Multicast group for the Session control message delivery





In the eNB, as part of the MBMS service area configurations, is defined the Private IP Multicast address to which the eNB shall join to receive the MBMS session control messages targeted for the eNBs part of certain MBMS service area.


The MCE shall get the same configuration information and join the Private IP Multicast group similar to eNB, in case dynamic MBMS services are supported.





In the MBMS_GW is defined, as part of the MBMS configurations, the Private IP Multicast address, which shall be used as the destination IP address for the session control messages targeted to the eNBs part of certain MBMS service area.











MBMS_GW





eNB





BM-SC





UE





1. Session Start Request





3. Session Start Resp.





2. Session Start Req. +  Private IP Multicast addr,


(Delivered with IP Multicast)





6. MBMS user data





7. MBMS user data + the parameters for synchronized air interface transmission





8. Synchronized 


MBMS user data





 4. MBMS session start, Counting Radio Bearer setup





5. eNB will join the Private IP Multicast group for the user plane data delivery





In case of MBSFN transmission mode in eNB is configured in advance for the MBMS session the relevant radio resource allocations etc., whether counting is used and the rules for the counting result handling.





In case of MBSFN transmission mode the data synchronization related information is configured in MBMS_GW in advance.
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8. eNB will join the Private IP Multicast group for the user plane data delivery
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