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1. Introduction

Home (e)NodeB was recently adopted as a study item at 3GPP/RAN#35, and RAN3 initial issues and current assumptions have been identified in ‎[1]. Among the identified issues, the topology of EUTRAN in support of Home eNodeB was raised. Current assumption is that home eNodeB will connect to MME via S1 interface.

This document discusses this assumption, and proposes some alternatives.

2. Discussion

2.1. Assumptions

A macro eNodeB would typically cover few km2, micro eNodeB would cover few tenths of km2, while femto cells of home eNodeBs would typically cover few tens or hundreds m2. As shown in below figure, one can anticipate that one micro eNodeB, would geographically corresponds up to a few thousands of home eNodeBs.
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Figure 1 - Home eNodeBs within EUTRAN

Typically, one MME would cover an area with up to 1000 micro eNodeBs. Each micro eNodeB would cover an area with up to 1000 home eNodeBs. In one Pool area, one can expect an order of up to 106 home eNodeBs.

2.2. EUTRAN Topology solutions

2.2.1. Home eNodeBs deployment within EUTRAN

One first standardisation approach for home eNode Bs would be to treat each home eNode B as a conventional eNode B, which would be interconnected in a meshed way via X2, connected with other macro or micro eNodeBs via other X2, and with MME via S1. Taking such assumption relaxes the need for heavy specification work in support of home eNode B. However, as can be seen in the picture below, the number of S1 and X2 connections involved is significantly increased. 
Such number specifically affects 
· the micro and macro eNodeBs, which have to be X2 connected to each neighbour home eNodeBs, and 
· each MME in the pool area, which have to be connected to all the home eNodeBs in the MME pool area.
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Figure 2 - Home eNodeBs within EUTRAN

Assuming N = 1000 home eNodeBs superposed with coverage area of one micro eNodeB, assuming a MME pool area of up to 1000 micro eNodeBs, the number of S1 connections per MME is 1001000. The number of X2 connections per micro eNodeB is in the range of about 1100. Also, when maintenance operation requires to switch off a micro eNodeB, up to 1000 home eNodeBs might face reconfiguration problems at once.

2.2.2. Home eNodeBs with S1 interface only

An attempt to solve the above dimensioning issues would be to avoid the usage of X2 interface at home eNodeB level. It is indeed already discussed/agreed ‎[2] that handover among eNodeBs might occur even when no X2 interface is available. Under such circumstances, the required signalling to realise the handover goes through 2 consecutive S1, via the MME.
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Figure 3 - Home eNodeBs without X2 interface
Thus, the number of X2 interface at micro eNodeB level is kept at the value it has without the introduction of home eNodeBs. However, the number of S1 the MME has to support is unchanged. 

It has been proposed to have intermittent dynamically assigned S1 ‎[3],‎[4], available only when active UE are present in cells covered by home eNodeB. Statistically, as one can expect most home eNodeB would carry active calls over a limited fraction of time, one could expect the number of needed S1 connections at once to be significantly decreased. However, it was also mentioned that time of usage of home eNodeBs is likely to be correlated, before and after business peak hours. MME will thus have to be dimensioned for a large number of S1 connections in support of home eNodeBs.
2.2.3. Home eNodeBs connected via proxy

One efficient way to reduce the number of S1 to be supported at each MME of a given MME pool area, would be to introduce a proxy node. Such node would be viewed as one eNodeB by neighbour micro eNodeBs and MMEs, and would be connected to home eNodeBs in an area similar to that covered by a micro-cell. A proxy node would thus have to control up to 1000 home eNodeB, and would be connected to few surrounding micro eNodeBs. Proxy node would have to translate X2 primitives from micro eNodeB into S1 primitives to home eNodeBs (e.g. for handover or ICIC procedures). It would also have to interpret S1 primitives from MME to identify which cell/UE is concerned, so as to route the S1 message to the appropriate home eNodeB.
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 Figure 4 - Home eNodeBs connected via a proxy

Thus, the number of X2 interfaces at micro eNodeB level would be very limited, in the order of 20 (10 neighbour micro-cells, plus 10 neighbour proxies). This number could even be reduced to 10 if the proxy function is co-localised with a micro-cell eNodeB. The number of S1 interfaces needed at MME level would be limited in the order of 2000 (or 1000 if proxy function and micro-cell eNodeB are co-localised). The proxy function can probably be realised without any additional specification matter, as it relies on already existing S1 and X2 interfaces.

However, the addition of a new control plane node in the EUTRAN architecture is questionable, as it is likely to bring latency in all EUTRAN signalling procedures (registration, paging, mobility in idle mode, session management, mobility in active mode). Hopefully, the signalling procedure for active mode mobility can be kept over X2 between the micro eNodeB and the proxy, which should limit somehow the latency problem.

In addition, such a proxy node is a single point of failure within EUTRAN; but possibility for redundancy schemes could be investigated.

Anyway, such identified issues should be checked against requirements for service provision across home eNodeBs, which might be relaxed compared to requirements for service provision across PLMN. Indeed, the velocity of UE in home eNodeB is not expected to be high, and UE might expect differences in level of QoS provided at home eNodeBs, due to connection to PLMN via unreliable fixed access lines (xDSL, PLC, FTTH…).

2.2.4. Home eNodeBs deployed in independent MME Pool Area

Another yet efficient way to reduce the number of S1 and X2 interface, while limiting the efforts of standardisation, would be to use a specific MME that can support a cluster of home eNodeBs. Thus, macro/micro eNodeB would belong to one MME pool area, while home eNodeBs would belong to another independent pool area. A cluster of home eNodeBs would typically consist a thousand of home eNodeBs, and the MME of the micro Pool area would be connected to hundreds of MME controlling home pool areas.
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Figure 5 - Home eNodeBs without X2 interface

One should notice under such assumption that while the number of S1 and X2 interfaces are limited to the minimum, the number of interfaces to be setup between MMEs is higher. Another issue is that despite the micro and the home pool areas are topologically not overlapping (they share no single eNodeB), the geographical border between these pool areas is very complex, as the areas are geographically overlapping. 
The impact in terms of number of Tracking Area Update and paging procedures is unclear, as ping-pong between micro and home pool area is difficult to overcome. As a possible counter measure, paging could have to be conveyed across MMEs, when allocated TA list contains cells belonging to different pool areas.

3. Conclusion

This paper investigated multiple possibilities for coping with a large number of home eNodeBs in a 3GPP/EUTRAN PLMN. Some identified pro and cons are summarised in the table below:
Table: Pros and cons of EUTRAN topology solutions

	
	hENB within EUTRAN
	hENB w/o X2 within EUTRAN
	hENB connected via proxy
	hENB in different Pool Area

	Impact on RAN3 specifications
	None
	None
	Additional node

No new interface
	FFS

	Number of S1 per MME
	( ~106
	( ~106
	( ~2.103
	(  ~103

	Number of X2 per micro ENB
	1100
	(  10
	( 20
	( 10

	Number of S10 per MME
	unchanged
	unchanged
	unchanged
	( +1000

	Single Point of failure
	No
	No
	Yes (FFS)
	No

	micro ENB/hENB handover
	( Yes
	Yes

~higher latency
	Yes 

~higher latency
	( No

	micro ENB/hENB mobility in idle mode
	easy
	easy
	easy
	( complex


Note: hENB: home eNodeB

Home eNodeB is worth being standardised if the related market becomes of significant size. Introduction of millions of home eNodeBs in a PLMN network is a quite big challenge. We would like this paper helps triggering discussions on deployment scenarios for LTE home eNodeBs, and fingering that some of the deployment scenarios for LTE internal mobility procedures could be relaxed for procedures involving home eNodeBs.
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