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1. Introduction

In previous meetings the Multi-cell/multicast Coordination Entity (MCE) functional entity for the purpose of eMBMS Multi-cell transmission RRM handling has been defined in [1]. For this E-UTRAN entity it is FFS “whether the MCE functionality is allocated to the eNB or to a node above the eNB (i.e. the UPE/MME, the BM-SC, the OMC or a node dedicated to this functionality).”.
At the joint RAN2/RAN3/SA2 meeting in St. Louis some working assumptions for MBMS in LTE have been taken [2]. These are that only broadcast and enhanced broadcast modes will be supported for MBMS services in LTE and that no UE Subscription verification is performed. These working assumptions have to be kept in mind, when reasoning about MCE roles and locations.
In the RAN3#56 meeting it has been decided to standardise a MCE logical node with the respective interfaces resulting in the eMBMS Logical Architecture depicted in [3] . This would mean that in deployments where such logical MCE nodes are deployed as separate nodes, most
 of the MCE functionality would be hosted in these nodes. However in the desirable light-weight deployments in which no central MCE nodes are involved in session control signalling the MCE functionality has to be hosted elsewhere.
In this contribution we describe the two most straight forward alternatives for the deployment of MCE inline with the agreed eMBMS Logical Architecture. These alternatives are 
· deployment of MCE in separate central nodes and 
· deployment of MCE as part of each eNB. 
The second alternative is also referred to as lightweight deployment. 
We show in this document and in our companion document [4] that deployments without MCE logical nodes are possible and are sufficient for most service scenarios. As a consequence the proposal from Alcatel-Lucent is to design the eMBMS specific E-UTRAN interfaces such that a lightweight deployment without MCE logical nodes remains possible.
This document is an update of our previous RAN3 document R3-071240 taking into account the most recent decisions and enhancing the consideration of Network Management / O&M related issues.
2. Discussion
2.1 MCE functional entity revisited 
Currently the MCE functions comprise just the co-ordination of the allocation of physical layer resources and the configuration of the physical layer [1]: 
“Allocation of the radio resources used by all eNBs in the SFN area for multi-cell MBMS transmissions using SFN operation. Besides allocation of the time/ frequency radio resources, this also includes deciding the further details of the radio configuration e.g. the modulation and coding scheme.” 
2.2 MBMS Session Management Entity (MBSE)   
When the SAE MBMS Bearers are not statically preconfigured, the SAE Bearers have to be dynamically setup and released. 
MBMS Session Management is mainly about MBMS Bearer Management i.e. Setup, Release and Modification of SAE Bearers.  This comprises the related signaling i.e. generation and distribution of MBMS SESSION START, MBMS SESSION UPDATE and MBMS SESSION STOP messages. The session management comprises also the allocation of not radio related resources to sessions. As an example session management allocates an IP multi-cast address used for distribution of the service content from MBMS GW towards the eNBs. 

To model the session management function we introduce in this document the MBMS Session Management Entity (MBSE)
. 
2.3 Two major alternatives for MCE deployment inline with the agreed eMBMS logical architecture
The EPC shall not be aware about radio specific concepts
 like slot, radio block etc. . Therefore alternatives in which MCE logical node is collocated with EPC are not considered. The main remaining two functional deployment architecture alternatives of the agreed eMBMS Logical Architecture [3] namely 
· deployment of MCE as part of each eNB and
· deployment of MCE as a separate central node 

are depicted in figure 1.  The labelling of the interfaces is in accordance with [3].
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Figure 1: Two alternatives for multi-cell transmission deployment scenario

Alternative 1: In this deployment the logical node MCE is hosted in each eNB. No additional central MCE nodes are deployed.  The eMBMS specific control plane interfaces M3 between EPC and the MCEs in the eNBs and the pure user plane interfaces M1 between eNBs and EPC are deployed. 
The E-UTRAN Network management provides amongst others semi-static configuration information for MBSFN transmission to the MCE in the eNBs. As described in [4] this also comprises the information to allow inter MCE coordination. The E-UTRAN Network management will also co-ordinate with the user level service provisioning, represented by the BM-SC, by means of Service Level Agreements
.  The MBMS SAE bearer management is mainly performed by the MBSE functional entity, being part of the EPC (its is ffs if it is collocated with the MBMS GW and if for scalability reasons the MBSE functionality has to be organized in a hierarchical way in EPC). 
In some implementations
 of this architecture it might be necessary that the MBSE has to have some knowledge on radio configuration specific things like MBMS Service Area to eNB mapping. This can be achieved by telecom signaling means in which the eNBs register at the EPC providing information of their association with service area identities. The eNBs have been configured before registration at EPC by Telecom management means with Service Area Identities and the mapping of these identities to cells.
The alternative 1 represents a distributed hierarchical RRM architecture for eMBMS. Of course in this alternative the MCEs in the eNBs need to allocate the radio resources to the cells they control in a coordinated way to allow for multi-cell MBMS transmission. The details on how the MCE functional entities in the different eNBs are co-ordinated is given in our document Coordination of MCEs by the EPC using Resource References [4].
Alternative 2: In this deployment the logical node MCE is hosted in several different central physical nodes each responsible to control a subset of the eNBs. Two eMBMS specific control plane interfaces namely M2 between eNB and MCE and M3 
 between MCE and EPC are deployed. Also the pure user plane interfaces M1 between eNBs and EPC are deployed. 

The E-UTRAN Network management provides amongst others semi-static configuration information for MBSFN transmission to eNBs and the nodes hosting MCE. It is assumed that also in this alternative operators want to have means to configure the MCEs in the network with resources available to MCE for allocation to the MBSFN transmission and the physical layer configuration to be applied for MBSFN transmission in accordance with network planning. As described in [4] this might also comprises the information to allow inter MCE coordination. The E-UTRAN Network management will also co-ordinate with the user level service provisioning, represented by the BM-SC, by means of Service Level Agreements
.The MBMS SAE bearer management is mainly performed by the MBSE functional entity, being part of the EPC. 

In some implementations
 of this architecture it might be necessary that the MBSE has to have some knowledge on E-UTRAN specific things like MBMS Service Area to MCEs mapping. This can be achieved by telecom signaling means in which the MCE nodes register at the EPC providing information of their association with service area identities. The MCEs have been configured before registration at EPC by Telecom management means with Service Area Identities and the mapping of these identities to eNBs. This might be achieved in an indirect way in which the different eNBs, previously configured by Telecom management means, register at the MCEs.

Specific for this deployment is the existence of the M2 interface. On this interface the MBMS session related signaling between MCE and eNBs takes place. This signaling might be triggered by MCE receiving session signaling from EPC or autonomously be MCE.  This is modeled by MBSE’ allocated to the MCE. The MBSE’ entity in MCE allows that eMBMS related radio configuration, especially the mapping the Service area to eNB mapping, can be hidden to EPC. 
Also in this deployment different MCEs controlling disjunctive parts of a MBSFN area need to allocate the radio resources to the cells they control in a coordinated way to allow for multi-cell MBMS transmission. The details on how the different MCE nodes are co-ordinated are given in our document Coordination of MCEs by the EPC using Resource References [4].
This alternative is more flexible for the following cases: transmission mode switching from single cell to multi-cell transmission, when some dynamicity is needed for MBSFN area configurations and also when MBSFN areas overlap.  This architecture represents a centralized RRM architecture for eMBMS.
2.4 Comparison of the alternatives

The table below evaluates criteria for comparison of the  2 alternatives:
	Criterion
	Alternative 1 (lightweigth)
	Alternative 2 (non lightweight)

	Number of additional control plane interfaces to configure and related system complexity
	Optimal:

One additional logical interface between eNB and EPC. 
	Suboptimal
:

Two or (three
) additional interface between MCE and EPC and MCE and eNB (and between MCEs). 

	Impact on O&M 
	Provision of vendor specific O&M systems with eMBMS parameters of system wide scope will probably require extension of Ift N. 

Examples: 
- Configuration of resource pools  




- Configuration of Mapping rules to map resource references on radio resources/configuration as suggested in [4] 
- Configuration of eMBMS specific interfaces (see figure 1 alt. 1)

- Configuration of Service Area Identities to cell mapping 

Note that the eNBs in the E-UTRAN might be from different vendors.
	Provision of vendor specific O&M systems with eMBMS parameters of system wide scope will probably require extension of Ift N. 

Examples:

- Configuration of resource pools in MCEs available for MBSFN transmission in case of mixed cell deployments.

- Configuration of radio configuration (e.g. MCS) for MBSFN transmission in accordance with network planning /optimization.

- Configuration of Mapping rules to map resource references on radio resources and configuration as suggested in [4]
- Configuration of eMBMS specific interfaces (see figure 1 alt. 2)

- Configuration of interfaces between MCEs. 

- Configuration of Service Area Identities to MCE and to cell mapping 

Note that the eNBs and also the  MCEs in the E-UTRAN might be from different vendors.

	Radio Resource Efficiency

by means of optimal  transmission mode selection ( i.e. selection between SC-ptm, MC-ptm and no transmission)
	Reasonable
Algorithms for dynamic transmission mode selection might be restricted to the ones allowing for local optimization, because it is assumed that such algorithms only need to communicate with immediate neighboring nodes over X2 . This should be less an issue for popular services in which the probability to have interested users is high.
	Optimal 

Also Algorithms for transmission mode selection targeting to achieve global optimization are feasible. For optimal transmission mode selection aligned between different MCE control areas, inter MCE interfaces might be required.

	Architecture applicable for single and multi-cell transmission
	Yes
The MCE functionality “Allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using SFN operation” would just not be used in case of single-cell transmission and the allocation of radio resource would be performed by the eNBs schedulers autonomously.
	Yes. 
The MCE functionality “Allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using SFN operation” would just not be used in case of single-cell transmission and the allocation of radio resources would be performed by the eNBs schedulers autonomously.

	Restrictions on MBSFN area deployment
	Some restrictions
	Very flexible

	Knowledge of radio configuration for MBMS needed in EPC 
	Yes/No (depending on the adopted solution e.g. mapping of Service Area to eNB information is needed)
	No (MCE allows to hide radio configuration to EPC, EPC only needs to know which MCEs are responsible for a Service Area)

	Co-ordination between MCEs needed
	Yes

It is assumed that in general the MBSFN area shall be larger than the cells controlled by a single eNB.
	(Yes), 

in case the MBSFN area shall be larger than the cells controlled by a single MCE.

	eMBMS service support
	Most suitable for popular service like Mobile TV or emergency services
	Most flexible and suitable for dynamical services


3. Conclusion and Proposal
In this contribution two main architectural alternatives for introducing MCE functionality in the LTE architecture have been discussed and compared. 
The comparison shows that:

· Alternative 1 is better if an operator wants to avoid the deployment of additional nodes in  his/her network and is accepting some restriction in the service provisioning flexibility: i.e. more static MBSFN areas with no dynamic resource sharing between MBSFN areas and MBSFN area overlapping restrictions apply.
· Alternative 2 is better if the operator does not mind the deployment and related CAPEX/OPEX costs for central MCE nodes in exchange for a support of better dynamicity for MBSFN areas and arbitrary overlapping MBSFN areas.

· For both alternatives is seems required to foresee the possibility to coordinate MCEs to allow that MBSFN Areas can exceed the area controlled by a single MCE.
Given the result of this comparison both deployment alternatives have their merits and should be therefore supported.

With respect to impact on O&M it has been shown that both alternatives have very similar impact on O&M, with some advantages with respect to complexity for the alternative 1. 
The document revealed that in general some coordination between the E-UTRAN and the BM-SC has to take place resulting in some Service Level Agreements. This observation is the starting point for our inter-MCE coordination proposal in [4], which is applicable for both alternatives.
Proposals: Based on the above analysis Alcatel-Lucent proposes:

· To agree to support both lightweight and non-lightweight deployments. 

· To design the eMBMS specific eUTRAN interfaces such that a lightweight deployment without MCE logical nodes remains possible i.e. that M3 scales such that is possible to have M3 from EPC to all eNBs.

· Additionally it is proposed to further analyze the eMBMS specific O&M requirements to allow a consistent network wide configuration of E-UTRAN nodes for a network wide MBSFN operation. 
· To analyze and agree on the methods applied for inter MCE co-ordination. A proposal for such a method applicable to both deployment scenarios is given in [4].
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� It is assumed that operators want to be able to configure and to control their network in accordance with their policies. This could e.g. mean that the different MCEs in a network might be configured to use only a certain part of the overall radio resources available in the mixed cells, leaving a guaranteed part of these resources for uni-cast services. This allocation of resource pools by O&M can be considered as a master MCE functionality. Also it is likely that the operator might want to (re-)configure the radio configuration (e.g. MCS) to be applied for MBSFN transmission in accordance with the network planning and optimization. Also this can be considered as a ‘master MCE’ functionality.


� Note that in the most recent draft of TS 23.401 v110 there is an MBMS CP entity defined, which is probably introduced to model the MBSE functionality. We keep in this document the term MBSE since the current version of TS 23.401 lacks detailed description of the functional content of MBMS CP. 


� This does not preclude that EPC support RRM by forwarding transparent containers or by selecting some resource references.


� For example the BM-SC must know which SAIs it must provide in a MBMS Session Start to trigger the transmission in a certain geographical area. Also it is very likely that in advance some agreements on the amount of MBMS traffic the E-UTRAN will accept for transmission are made to allow that the user service provider can be rather sure that his/her service will be really transmitted.


� For instance if no IP multicast is employed for signalling, then the EPC has to know to which eNBs it has to send sessions starts.


� Please note that we use in alternative 2 M1’-C to denote the interface to EPC in difference to M1-C as used in alternative 1. This is to emphasize that in principle both interfaces have much in common however there might be also some differences, since in case of alternative 1 M1-C interface is between the EPC and thousands of eNBs whereas in alternative 2 M1’-C is an interface between EPC and maximum some tens of MCEs. In this document it is argued that both alternatives should be possible. Therefore the suggestion is to design the interfaces such that both are as similar as possible. Target should be � EMBED Equation.3  ���.


� For example the BM-SC must know which SAIs it must provide in a session start to trigger the transmission in a certain geographical area. Also it is very likely that in advance some agreements on the amount of MBMS traffic the E-UTRAN will accept for transmission are made.


� For instance if no IP multicast is employed for signalling, then the EPC has to know to which eNBs it has to send sessions starts.


� The M2 interface is assumed to be much more complex and signaling-intensive (measurements, counting/polling, frequent reconfigurations) than the M3 interface, which would mean that the lightweight deployment would allow to reduce system complexity and interoperability issues. 





� Three interfaces are suggested in [5] and [6] for the case that several MCEs are needed and that the different areas controlled by the different MCEs should take part in a single MBSFN transmission. The additional interface would allow in this case the co-ordination between different MCEs. Note that Alcatel-Lucent is not suggesting the introduction of such an interface, but prefers to achieve the co-ordination between MCEs by means of the methods described in [4].
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