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1. Introduction

The “prerequisite section” of the TS36.300 states that:

“an initial remote IP endpoint to be used for SCTP initialisation is provided to the eNodeB for each MME in the pre-operational state. How the eNodeB gets the remote IP endpoint is FFS”. 

This paper proposes a way to provide the remote IP addresses which 
· avoids configuration effort at the introduction of a new eNodeB in the network,
· avoids operational effort whenever a new MME IP address is added/removed/changed.

2. Discussion

In this proposal, the eNodeB is only configured with a well known Multicast IP address which is determined by the network operator.

When attaching to the network, it joins the multicast group by using an IGMPv3/MLD Join mechanisms (Note: The same mechanism can still be used if the IP backbone support earlier versions of IGMP).
It can retrieve from this multicast group the following information:

· IP addresses which are available,

The benefits of this feature are:

(1) The eNodeB doesn’t need to be configured with all the addresses available in the core network before being introduced in the network. The single multicast address is enough.
(2) There is no need to re-configure all the eNodeBs of a pool area (maybe hundreds or more) because only one IP address of an MME of the pool has been added/removed. This saves a lot of operational effort.
(3) The self learning process speeds up the connection time: if an IP address is temporarily unavailable, the eNodeB will not try to set up uselessly and repeatedly the corresponding SCTP association using that IP address.

(4) Another feature is to reuse the same multicast group for other purposes: e.g. to provide automated information on neighbours (see tdoc R3-071437).

Among the key four benefits associated with the feature, benefit (2) is probably the most important. It can translate directly in terms of OPEX as it saves the procedures to be defined and implemented for the reconfiguration cases. This is all the more important in a multi-vendor context where different procedures or tools could apply to the configuration process of remote IP addresses in an eNodeB depending on the vendor of eNodeB. 
3. Summary and Proposal

In case multicast over S1-CP is finally decided to be used (e.g. also for eMBMS), this paper has shown that the benefits brought by the auto-configuration of MME IP addresses in eNodeBs by distributing over a multicast group translate directly in terms of OPEX in particular in multi-vendor scenarios. 

If the concept is agreeable, it is proposed to incorporate update TS36.300 accordingly.
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