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1
Introduction

As the flat architecture (Small PS only NodeB with RNC functionality) is considered as one of the 3G implementation options, more studies on the flat PS only architecture were requested by operators in RAN3 #55 and RAN#35. MBMS was identified as one of the needed study areas and one contribution was available during RAN3 #55bis meeting [1]. In this contribution, our view on the solution is discussed and open issues for further discussion are listed.

2
Discussion

2.1
Architecture Overview

The proposed flat architecture solution for MBMS in this contribution follows the same high-level architecture as for “ordinary” packet switched bearers in a flat architecture. Using the same architecture for both “ordinary” packet switched and MBMS bearers has the best potential to maximize the benefit of a flat architecture. In this aspect the architecture is slightly different from the one proposed in [1] and closer to LTE MBMS. The proposal supports the same MBMS functionalities as the legacy architecture in 3GPP Release 6; i.e., broadcast, enhanced broadcast and multicast modes.

The user plane data in the proposed solution for the flat architecture is carried directly from the GGSN to the combined NodeB and RNC network element. The new functionality introduced with MBMS in the combined NodeB and RNC network element in the user plane is IP multicast as the transport solution. The combined NodeB and RNC element is denoted eHSPA NodeB in the sequel. The control plane signaling follows the legacy architecture route via the SGSN, which is close to the same as for “ordinary” packet switched connections in the flat architecture. The proposed architecture is illustrated in Figure 1.
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Figure 1. The MBMS solution in a flat architecture

2.1.1 GGSN and SGSN Functionality

The GGSN should in the architecture proposal support IP multicast towards the transport network. The GGSN maps the user plane data received from the BM-SC (Broadcast Multicast Service Center) to the IP multicast distribution network towards the eHSPA NodeBs. There are two IP multicast addresses used per MBMS service:

· “Service” IP multicast address. This is the existing MBMS IP multicast address associated with the end user service provided by the BM-SC. This is the only IP address that is visible to the terminal.

· “Transport” IP multicast address. This IP multicast address defines the transport of the user data from the GGSN towards the eHSPA NodeBs. This IP multicast address is network internal only.

In the user plane a new optional GGSN feature introduced is to time stamp the MBMS packets so that the eHSPA NodeBs know when the packets should be transmitted over the air interface In the control plane the GGSN behavior is similar to the GGSN behavior in a regular architecture. The GGSN forwards the session start message to the SGSN and establishes MBMS bearer contexts etc. The only major change needed is the addition of the second IP multicast address to the session start message. The changes to the SGSN are mainly limited to support two IP multicast addresses in the session control messages. This can to a large extent be done within current specifications.

2.1.2 eHSPA NodeB and Transport Functionality

To a first approximation the eHSPA NodeB takes care of the MBMS functions belonging to the RNC and the NodeBs in the regular architecture. That is, the eHSPA NodeB makes radio resource management decisions and schedules the MBMS control and user plane data. The functionality includes for example admission control, counting, switching, header compression, common control channel management, code management, MBMS transport channel configurations, soft combining and service area definitions. However, there are a couple of modifications needed to adapt to the slightly different network architecture when the RNC is removed as the focal point in the radio, e.g.,

· IP multicast support. Support, e.g., the IGMP protocol and join the correct transport IP multicast group when the eHSPA NodeB decides to start transmitting data related to a particular MBMS service.

· Time synchronization. In case of time stamps, the eHSPA NodeB needs to observe the time stamp information received in the user plane from the GGSN and relate this to its own internal clock.

· Inter node resource management. Exchange of information with other eHSPA NodeBs to facilitate combining.

The transport network must support IP multicast end-to-end. The IP multicast distribution network solves the multiplication of data to multiple receiving eHSPA NodeBs in a resource efficient way. This distribution is illustrated in Figure 2 for an ideal “tree like” distribution. The last router towards the base station, e.g., router A in Figure 2, distributes the same IP packet to all base stations that are connected to the router. In this way it can be expected that at low load and similar transport solutions in the last mile, the packets are received almost at the same time in all eHSPA NodeBs that are connected to the same router. This since the router is most likely not caching any of the packets during ordinary operation. To obtain a first understanding for the time factors involved in the transport network assume that:

· An IP packet to be distributed is 500 to 1500B long.

· Underlying transport network for one link provides 1 Mbps.

In this case it takes 4 to 12 ms for the packet to propagate over the last mile link. If the link is 2 Mbps then the delay is 2 to 6 ms. Hence, different bit rates over the links may affect the timing with a couple of milliseconds. In addition, interleaving to avoid impulse noise could add several tens of milliseconds to different transport paths.  With the requirement of time alignment in WCDMA MBMS of one TTI + one time slot, there may hence be a need to introduce time stamping to be able to cope with all possible network transmission scenarios.
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Figure 2. IP multicast takes care of packet multiplication in a distributed way
2.2 Session Management Changes

2.2.1
Session Start, Stop and Update

The session start procedure is close to identical to the current MBMS session start procedure. The only change is the addition of a second IP multicast address. The same is expected to hold also for other session related procedures, e.g., session stop, session update.
2.2.2
eHSPA NodeB Joining

Based on a flat IP architecture, WCDMA MBMS should be able to obtain the same benefits as LTE MBMS with an IP multicast solution in the network side. The proposal is that the eHSPA NodeB joins to the IP multicast distribution network for a particular MBMS service when the eHSPA NodeB decides to start transmitting information over the radio. This may happen either at session start or later based on, e.g., counting information, neighboring cell status for a service, or after a request from a terminal. This procedure will guarantee high resource efficiency in transport and radio interfaces. It will also remove the signaling need to the core network to setup and release the Iu user plane connection.

2.3 Examples of Needed Functionality Changes

2.3.1
User Plane Packet Delivery

The MBMS user plane packets and procedures need to be modified to take into account the introduction of the network internal IP multicast delivery. An overview of how the user plane protocol could work/look like when IP multicast is introduced is given next. The numbers in the below bullet list (1 to 4)refer to the numbering in Figure 3:

1.Transport IP multicast destination address. The user plane packets from the GGSN includes the IP multicast address that is used by the transport network to deliver the MBMS data for the particular service. This IP multicast address is preferably received from the SGSN in the GTP session start response message. It seems that in the currently standardized session start response message for the legacy architecture, the IP multicast address could be put in the “SGSN Address for User Traffic” IE. 

2.UDP header. The destination GTP-U port number is equal to 2152.

3.GTP-U header. The GTP-U header contains a number identifying the GTP-U tunnel (TEID-U) in which the MBMS service in question is carried. Note that in the case of IP multicast distribution the GTP tunnel will have multiple physical end-points (eHSPA NodeBs). Though, a single number identifying the tunnel is needed. The TEID-U value is proposed to be given to the GGSN by the SGSN in the GTP Session Start Response Message within the “Tunnel Endpoint Identifier Data” information element. A pool used for the IP multicast MBMS usage needs to be standardized. In case time stamp is needed the GTP-U header is a potential place for where to include the time stamp information.

4.Service IP multicast destination address. This is the IP multicast address that the BM-SC have assigned for the MBMS service in question.

The above procedure should require only minor modifications to the specifications for the legacy architecture.
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Figure 3. User Plane Protocol Structure

2.3.2
Base Station Joining and Leaving

An underlying assumption in the solution is that the eHSPA NodeBs can join the IP multicast network fast enough; this for example to cope with moving mobiles in the network and to allow short initial setup times. It is possible to enable neighboring eHSPA NodeBs to join the IP multicast group in advance if it turns out that the joining to the IP multicast network is too slow. How long the joining procedure takes for the eHSPA NodeB is a topic for further study. 

2.3.2
Inter Node Resource Management needs

The eHSPA NodeB needs to allocate codes and radio resources for the transmission of the common channels MICH and MCCH. The information transmitted on the MCCH describes, e.g., how the MBMS services are mapped in the cell and it also describes the MBMS mappings in neighboring cells. Example parameters that are transmitted on MCCH are:

· Indication if counting is used or not.

· Access probability counters in case of counting is used.

· PDCP (packet data convergence protocol) information.

· RLC (Radio link control) information.

· TrCH (Transport channel) information for each TrCH.

· Transport format sets.

· Transport format combination sets.

· S-CCPCH information for MBMS.

· Secondary scrambling code.

· STTD indicator.

· Spreading factor.

· Code number.

· Timing offset.

It is clear that many of the above parameters need to be, if not coordinated to be exactly the same, then at least known to the eHSPA NodeBs. Some of the above parameters may be fixed by pre-configurations in the operations support systems. For example, a limited number of bit rates and bearers may be pre-configured so that all eHSPA NodeBs will use the same PDCP and RLC settings when it sets up a service after receiving the session start message. Other parameters may need to be varied. It remains for further investigations how to minimize the information exchange between the eHSPA NodeBs for MBMS settings.

The eHSPA NodeB also needs to define how the MTCH is mapped in the cells. The mapping is given on the MCCH of the cell. The allocation of codes and radio resources for MTCH is assumed to take place in a distributed fashion also when combining is used. Counting is handled on a cell-by-cell basis just like in the ordinary MBMS solution. Decision on using point-to-point and point-to-multipoint is done on an eHSPA NodeB basis. 

Header compression is an additional example of one function that can complicate a distributed implementation. In case all eHSPA NodeBs are from the same vendor and if they all receive the same packets (no loss in the transmission from the GGSN), then the expected output from the different compressors is expected to be the same. However, in case the eHSPA NodeBs are from different vendors or if there are some transmission losses then there could be differences.

3
Conclusion

The solution discussed in this document could provide an efficient way to implement MBMS in a flat IP architecture. By letting the transport network take care of the multiplication of packets to multiple base stations the capacity requirements on a single central network element are removed. There are also technical challenges when introducing the distributed architecture. The key challenges identified are synchronization and inter node resource management. 
4
Proposal

It is proposed to capture the content in chapter 2 and to further investigate how it could be possible to cope with the technical challenges identified.
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