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1. Introduction

In this document, we discussed the possible E-MBMS architectures, centralised or de-centralised architectures. Also some initial comparisons are made for different architecture. 

2. Discussion

Either a centralised architecture or de-centralised architecture is used for eMBMS.
2.1 Centralised E-MBMS Architecture 
The centralised architecture can be characterised as follows:

· There is no interaction between MCEs node;

· There is only one MCE node associated with an eNB;

Three factors should be considers in the centralised architecture. They are
· Are MCE and MDE separate nodes or integrated together 
· Does the MDEs handle one or multiple areas
· Should session start be sent directly to MCE or via MDE (relevant only in some architectures)

If the MDE and MCE are integrated together, the signalling interface number will be reduced. Distribution of control and data is in the same node. The data distribution function and SFN decision function are in the same node. The MDE can assume all the ENBs in the SFN area would like to receive MBMS data, then no explicit ENB initiated distribution tree joining procedure is needed. While MDE/MCE integration approach will limit the implementation options. In order to provide flexible deployment options, it seems the restriction on MCE/MDE integration is consider less desirable.

It seems one MDE handle the EMBMS data distribution in one or multiple multi-cell synchronization areas attractive. It brings very flexible configuration.
It seems the Session Start message is sent to MCE directly is desirable, since 

· If the Session Start is sent from BM-SC to MCE via MDE, the number of procedures will be increased i.e. session start will appear on 2 interfaces rather than on 1. In other words, the MDE is now also involved with session start. 
· PDCP is now agreed in MDE, so MDE is not a pure CN node. In other words, the MDE can receive data from BM-SC and MDE can control the PDCP function for the radio. It is same for the MCE. The MCE has some functionality in the scope of RAN, and also MCE can connect to BM-SC directly.

Regarding the architectural options, there are several potential centralised architectures show below:

A) MDE is a separate node MDE for the whole network/ multiple geographical areas

Session start is sent to MCE directly  (architecture 1a) OR

Session start is sent via MDE (architecture 1b)

B) MDE is a separate node, covering one geographical area (one MCE)

 Session start is sent to MCE directly (architecture 1c) OR

 Session start is sent via MDE (architecture 1d)

C) MDE is integrated with MCE (architecture 1e)

In the figure 1, the possible centralised architectures are showed. There is one MCE for one multi-cell synchronization area. One MCE covering a geographical area can handle multiple MBSFN transmissions. e.g. take the example of arch. 1a, MCE1 can handle

A set of service transmitted in the entire area. 

A set of service transmitted in a part of the area.

Another set of services transmitted in another part of the area.
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Figure 1: Centralised EMBMS Architecture

 2.2 De-centralised Architecture 

The De-centralised Architecture can be characterised as follows:

· There is one ‘master’ MCE and multiple ‘slave’ MCEs;
· There is no interaction between ‘slave’ MCEs;
· There are multiple ‘slave’ MCEs associated with an eNB;
Three factors should be considers in the centralised architecture. They are
· Are MCE and MDE separate nodes or integrated together (and/ or with unicast nodes)
· Does the MDEs handle one or multiple areas
· Should session start be sent directly to MCE or via MDE (relevant only in some architectures)
The MCE/MDE integration is same as described in above section. It seems one MDE handle the EMBMS data distribution in one or multiple geographical areas (or multi-cell synchronization area) attractive. 

It seems the interface between master MCE and slave MCE is service based. Otherwise, it is not need an interaction upon every session start/stop. The master MCE receives Session Start message and assign resources to slave MCE. We can foresee a less dynamic coordination between master MCE and slave MCE i.e. with the master being something like an O&M entity assigning different resource to slave MCE. The more dynamic functionality i.e. with the master taking decisions on the fly, based on priorities and so, may be something for a later release.
If the resource coordination is not need an interaction upon every session start/stop, it seems that the master MCE can be combined with O&M node. 
Regarding the architectural options, there are several potential de-centralised architectures show below:

A) MDE is a separate node MDE for the whole network/ multiple geographical areas

Session start is sent to master MCE directly  (architecture 2a) OR

 Session start is sent via MDE (note 1:)

B) MDE is a separate node, covering one geographical area (as one slave MCE)

 Session start is sent to master MCE directly (architecture 2c) OR

 Session start is sent via MDE (architecture 2d)
C) MDE is integrated with slave MCE (architecture 2e)

Note 1: In this case, I assume master MCE is integrated with MDE (architecture 2b); otherwise, there will be another interface between master MCE and MDE. 

In the figure 2, the possible de-centralised architectures are showed. There is one master MCE and several slave MCEs for one multi-cell synchronization area. One slave MCE allocates a different set of radio resource and handle a set of MBSFN transmissions. e.g. take the example of arch. 2a, 

Slave MCE1 handle a set of service transmitted in the entire area. 

Slave MCE2 handle a set of service transmitted in a part of the area.

Slave MCE3 handle another set of services transmitted in another part of the area.

It is possible that some slave MCEs have the same geographical coverage and allocates a different set of radio resource. We assume this is a use case of de-centralised architecture.
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Figure 2 De-centralised EMBMS Architecture

2.3 Comparison




Table 1 Architecture Comparison

	
	Number of signalling interface for one synchronization area (note 2)
	Number of signalling interface for k synchronization area (note 3)
	Scalability on the implementation
	Architecture Complexity
	Deployment Efficiency

	Centralised 1a
	2
	2k    
	Less scalability


	Simple +
	Efficient +

	Centralised 1b
	2


	k+1   +
	Less scalability


	Simple +
	Efficient +

	Centralised 1c
	2
	2k    
	Scalability +
 
	Complex  
	Efficient +

	Centralised 1d
	2
	2k    
	Scalability +

	Complex 
	Efficient +

	Centralised 1e
	1
	k       +
	Less scalability


	Simple  +
	Efficient +

	De-centralised 2a
	3
	3k    
	Less Scalability


	Complex 
	Efficient +

	De-centralised 2b
	2
	n+k  
	Less Scalability


	Complex 
	Less efficient

	De-centralised 2c
	3
	3k   
	Scalability +

	Complex 
	Less efficient

	De-centralised 2d
	4
	4k  
	Scalability +
 
	Complex
	Less efficient

	De-centralised 2e
	2
	2k  
	Less scalability


	Simple +
	Efficient +


Note2:     The number of signalling interface includes the interface between BM-SC and MCE, the interface between MCE and MDE, for one specific eMBMS service.

Note3:     m: the number of MCE node; n: the number of MDE node; k is the number of multi-cell synchronization area

If MDE is for the multiple multi-cell synchronization area  n<=k; in other cases, n=k
3. Proposal:

In this contribution we have described possible eMBMS architecture. Based on this, Samsung proposed to include section 2 into the RAN3 TR and TS.

4. References

[1] TR R3.018  3GPP Radio Access Architecture and Interface, v0.7.0

[2] R3-070690 Discussion on E-MBMS Architecture, Samsung
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