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1.
Introduction

In previous RAN3 meetings it has been questioned as to what the actual requirements are for the multi-vendor O&M interface. 

The requirements from the above mentioned operators are:

· To have a multi-vendor O&M interface for both the “consumer-deployed” eNode Bs (i.e. Home Access points) and for “operator deployed” eNode Bs. 

· The multi-vendor O&M should leverage existing 3GPP and IETF standards as far as possible.

· The multi-vendor O&M should be designed in a modular manner such that a simple deployment can leverage a sub-set of the O&M standard.

This paper splits the O&M functionality into smaller groups of functions, and then proposes techniques by which the O&M functions can be standardised.  

2.
O&M functions

The O&M functions can be broken into the four following groups. 

2.1
Group 1: Transfer of initial configuration/software/firmware
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In this group of the O&M functions deals with providing the eNodeB with the necessary eNodeB software, eNodeB firmware and initial configuration files. 

These files could either be pushed or pulled by the eNodeB from a data store. The decision of whether the solution relies on a push mechanism or a pull mechanism is possibly dependent on:

· Whether a 3GPP or IETF protocol is required;

· The requirements for eNodeB security; 

· The requirement for scalability;

The initial configuration is assumed to be in a standardised format and is assumed to provide sufficient information to bring the eNodeB on-line.

The requirement for eNodeB security will probably drive the design to ensure that a minimum number of IP ports are left open on the eNodeB, especially prior to the establishment of a secure tunnel to the operators secure network. However as the pre-programmed configuration of the eNodeB should be minimised a the location of the eNodeB cannot be pre-configured, the eNodeB will need to find out which SeGW it should use to gain access to the network, which means that an outbound connection will be needed from the eNodeB to a Secure Data Source hosted by the operator prior to the establishment of a secure tunnel. 

In addition, as the Home eNodeB can be powered-on at any time by the home user, the connection to provide the eNodeB with the initial configuration will need to be established from the eNodeB.

2.2
Group 2: Read-only Node Status/Performance/Auditing
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In this group of the O&M functions deals with allowing an external node to query the eNodeB to retrieve information on Node Status, Node Performance and Node Hardware/Software Auditing. The function has no ability to make any modification to the eNodeB.

This function is expected to be used by the SON of an operator network to gather the required information to enhance the performance of the eNodeB and the network. The set of information which the eNodeB provides would have to be in a standardised format, with a pre-agreed minimum set.

2.3
Group 3: Real-time Node Control
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This group of the O&M functions deals with allowing an external Network Entity to directly control the eNodeB through a connection initiated by the Network Entity, Examples of functions which require this connection include:

· Control of in-service/Out-of-service;

· Resetting of Node

· Modification of Node Configuration parameters;

· Resetting of node Alarms;

· Control of Periodic or Scheduled eNodeB tasks;

· Configuration of Trace functions.

There is a potential security risk with this aspect of the O+M so it is expected that the connection to the node would need to be secure, e.g. the network entity of the operator can only connect to the node if the eNodeB is securely anchored in the operator’s network through a SeGW. 

2.4
Group 4: Real-time Node Status


[image: image4.emf]eNodeB

Information Transfer

Network 

Entity


This group of the O&M functions includes those functions which require the eNodeB to create a connection to a Network Entity and update that entity with real-time information from the eNodeB such as eNodeB Alarms, or periodic or event-based eNodeB performance measurements.

It is assumed that the periodicity or the event triggering condition would be configured by either the initial configuration or the Real-time node control procedures. 

3.
Standardisation Proposal

This section of the document provides an example implementation to demonstrate the expected standardisation effort to implement this proposal. 

3.1
Group 1: Transfer of initial configuration/software/firmware

The eNodeB initiated connection could be realised using the FTP protocol or the SFTP. The Data Store controlled by the operator may need to be available through the internet, depending whether the secure backhaul to the operator’s network is part of the initial configuration. If the security of the Initial configuration or software is required to be provided through the transport then the SFTP protocol should be used. 

The eNodeB would need to understand how to connect to the Data Store, possibly by standardising a FQDN format which is used by the eNodeB. The eNodeB would need to be pre-configured with a unique identity, which could just be the MAC address of the node. This identity is used as part of the login to the data server to allow the server to direct the eNodeB to the correct area of the Data Store. 

A pre-defined file name system would also need to be defined such that the eNodeB knows which files to request from the data source. Also a mechanism may be required for the eNodeB to ascertain whether these files are the same version as already pre-loaded on the eNodeB, and therefore allowing the eNodeB to avoid unnecessarily downloading these files. This can be completed easily with an additional small text file in a predefined format containing the version information of the larger Configuration, software and firmware files.

The generation of the initial configuration file and the loading of this onto the FTP Server is an aspect which would not impact the eNodeB. It is assumed that the configuration file containing the at least a base configuration of a node should be in a standardised format.

3.2
Group 2: Read-only Node Status/Performance/Auditing

The Read-only Node Status/Performance/Auditing functions of an eNodeB can easily be realised based on a web server and a standardised format of the minimum Node Status, Node alarms, Node Performance metrics and Node Auditing reports.  

It is not expected that the creation of this standardised formats would cause too much work as much is already completed in the current SA5 specifications. It is also being requested by a number of companies that a certain set of performance information is collected by the eNodeB.

Many if not all of the current WLAN Access points run a web server to provide up to date status reporting and configuration reporting to an end user, and therefore this is not seen as too complex to mandate that all eNodeBs have a similar function. 

In addition to the information in a standardised format, the following would also need to be standardised: the IP Port Number; and the URL which the web server would provide this information. 

3.3
Group 3: Real-time Node Control

It is agreed that the Real-time Node control is more complex than the previous two functions, as a standardised set of commands or messages would need to be defined. However the standards would need to mimic the functions which are already present in all of the deployed O&M functions, and therefore it is mainly a case of agreeing the syntax.

The protocol by which the Network Entity connects to the eNodeB would also need to be selected. Possible candidate protocols are Telnet or SSH, depending on the security requirements. Again the format of the username and passwords would need to be defined as well as the mechanism of how the eNodeB will acquire the security keys.

For some of the examples provided above of Real-time node control, there is no complexity in defining the syntax. There are only limited ways by which the Network Entity can command the eNodeB to change from In-service to Out-of-service and vice versa. This is also true of commanding the eNodeB to reset, reset its alarms, or trigger the eNodeB to download a whole new configuration/firmware or software from the Data Store.

Whereas for some of the other examples such as the Modification of Node Configuration parameters, the Control of Periodic or Scheduled eNodeB tasks or configuration of Trace functions some thought will be required.

3.4
Group 4: Real-time Node Status

The Real-time Node status function allows the eNodeB to communicate to a central Network Entity, and push status information to that entity through the established connection. 

There are two aspects to the design of this function, and these are what connection protocol should be used by the eNodeB to connect to the Network Entity and what commands or messages should be used to pass the information. There is at least a number of ways which could be used to pass this information and these are: 

If it is assumed that the Network Entity can ascertain frequently whether an eNodeB has uploaded a status file to a central data store, i.e. such that there is very limited delay between the eNodeB completing the File Transfer and the Network Entity being informed that the file is available. The Real-time Node Status in this case would be as simple, and would not have much more complexity over that of Group 1 and Group 2, as the functions are already included in these two groups.

Alternatively if the complexity/traffic load of the Network Entity to ascertain frequently whether an eNodeB has uploaded a status file to a central data store is too high, which is possibly the case if the Network Entity and the Data Store are on separate nodes, or if the Data Store cannot inform the Network Entity that the Status file has been uploaded. In this case a more complex mechanism to allow the eNodeB to communicate with the Network entity is required. This is likely to be made up of mandating the SSH protocol, user name, password and security keys for the eNodeB to communicate with the Network Entity as well as a set of messages or commands to convey the status, or trigger the Network Entity to retrieve the status of the node, using the same mechanism as defined for Group 2.

4.
Home eNodeB example deployment

The Home eNodeB deployment is expected to use a subset of the O&M required for the Macro-cellular deployment.

The first area which would definitely be required is the ability for the eNodeB to be automatically configured by the network when it is first installed. This would require eNodeB to implement the Group 1 functionality.

The second area which will be important, is for the operator to be able to determine whether the Home eNodeB on a specific customer premises is working correctly or not, when they are phoning up to complain that the eNodeB is not functioning correctly. This would require eNodeB to implement the Group 2 functionality.

It could be argued that the no other functionality is required for the eNodeB, as the Group 3 functionality could be handled by the eNodeB periodically initiating the Group 1 functionality, or being triggered by the UE to update the firmware, software and configuration by pressing the hard-reset button on the eNodeB (when instructed by the call centre of the operator).

If the current configuration of the eNodeB is incorrect the initial configuration of the eNodeB stored on the Data Store can be updated by the operator, and the relying on the periodic or customer triggered initiation of Group 1 functionality to update the eNodeB 

However a subset of the Group 3 functionality would be useful in most deployment scenarios, especially the control of in-service/out-of-service for the node. The inclusion of the Group 4 functionality in the Home eNodeB deployment may also be required by some operators for some specific eNodeB errors.

5.
Conclusion

This paper discusses the different functional groups of the O&M and there standardisation effort. The paper concludes that complexity of much of the O&M is minimal and it should be standardised in the above suggested format. 
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