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Introduction

It has been proposed to define different self-configuring and self-optimizing steps in the operation of the E-UTRAN [1].   This document discusses the standardisation of the configuration of the eNodeB during pre-operational and operational phases.
Basic set-up configuration of eNodeBs

The start-up of an eNodeBs (initial configuration) consists mainly of assigning relevant network addresses to the eNodeB; load the appropriate (latest) software and providing it with the necessary set of parameters that configures the eNodeB from various aspects – internal hardware configuration, parameters controlling internal supervison and other vendor specific algorithms; as well as a number of parameters that are believed to be common for eNodeBs from different vendors for example output power or network addresses. This information is expected to be fetched from a central server. The eNodeB software and many of the parameters are inevitably eNodeB vendor specific, and are best provided by implementation specific O&M. 
The common parameters for example the network addresses of the eNodeBs and aGWs, are – as usual --- expected only to be a minor part of all configuration data needed for an eNodeB. However, even a parameter that may be generic for all eNodeBs, for example output power, often imposes a need for changing vendor specific eNodeB parameters as well at the same time. 

This can be illustrated with a small example:

At eNodeB startup, assume that the generic parameter “carrier bandwidth” defines the carrier to 10 MHz. This is a parameter that could be defined in specifications. But, for sure also vendor specific parameters need to be set at the very same moment, defining for example hardware configuration, mapping of the carrier to signal processing resources and settings of power amplifier resources.

Due to the relatively small amount of generic information needed to configure an eNodeB compared to vendor and hardware specific information; and that parameters of both kinds often needs to be changed at the same time; the introduction of a separate handling for changing generic parameters is therefore a burden – for standardization, implementation and testing – that will be of no practical use. 
It should be noted that this contribution only addresses the configuration aspect of an eNodeB. In contribution [2] we addressed another aspect of the eNodeB start-up phase, namely an automatic setup of the S1-CP interface. 
In general, standardisation aspects of network configuration, including the radio network, should be treated in SA5 (terms of reference for SA5: The WG will specify the management framework and requirements for management of the 3G system, delivering the architecture descriptions of the telecommunication management network (TMN) of the 3G system and coordinating across TSGs all relevant specification work pertinent to the 3G system telecom management).
Conclusion

SA5 is the appropriate forum for discussing the standardisation of the framework for eNodeB configuration.

However, it is also our belief that a standarisation of the eNodeB configuration will be of very limited practical use, since 1) the majority of the parameters needed to configure an eNodeB are vendor specific, and 2) a change in one of the few generic parameters that could be subject for standardization, typically requires vendor specific parameters to be changed simultaneously.
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