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Introduction

This contribution looks at whether it is worthy to relocate the PDCP context or not during an inter-nodeB handover when the PDCP is located in the eNodeB.

This contribution does not necessarily assume that a decision is taken to standardize the PDCP in the eNodeB. In fact, it applies more generally to two possible cases:

· the PDCP is actually standardized in the eNodeB,

· the PDCP is kept standardized in the UPE but located in the eNodeB in an implementation choice where the UPE is collapsed into the eNodeB.

Discussion

During inter-eNodeB relocation, there are two possibilities for the PDCP layer.  One is to transfer the PDCP context from the old to the new eNodeB.  The other possibility is to re-initialise the PDCP entity in the new eNodeB after the relocation.   

The two options of re-initialising and transferring the PDCP context are examined in more detail below.

Re-initialising PDCP layer

In this option, the PDCP layer after relocation is re-initialised and no context is transferred from the old PDCP to the new PDCP entity.  There are different possible implementations of this option.  The following is a description of a couple of possible options.

Simple re-initialisation

At its simplest, all buffered and pending data in transit is simply deleted.  No data is forwarded by PDCP layer nor are any RLC SDUs forwarded.  The new PDCP starts with no context and sends the packet with full headers on the downlink.  For the uplink, on receipt of the PDCP re-initialisation request, the UE also deletes all data in its buffers.  This option can result in fair amount of data loss.

Forwarding downlink packets

Another option to mitigate some data loss is on HO trigger, in addition to sending data to the lower layers, the PDCP layer also starts duplicating and buffering all incoming IP packets.  On successful acknowledge from the new eNB, the source PDCP starts to forward the buffered IP packets to the new PDCP.  The new PDCP layer in the UE and network starts in IR state. 

For the uplink, the UE must flush its lower layer buffers and re-initialise PDCP in IR state.   Unlike the network, the UE is unaware of the HO preparation phase but there are a couple of options possible to prevent excessive data loss.  One is to have PDCP always buffer some data or possibly when the UE performs measurement reporting.  This buffered data can be retransmitted after the PDCP re-initialisation.  Either solution cannot guarantee no data loss and some duplication of data can also happen.

A full refresh is needed for both the uplink and downlink with full headers.

Benefits:

· Simpler PDCP implementation and specification.  Standard implementation of ROHC itself can be used.

Drawbacks:

· Data loss.  Some data loss will happen both for the uplink and downlink.  For data forwarding option, downlink data loss can be reduced.

· Data loss may be more significant when ROHC implementations for TCP is used in the future

· Radio inefficiency:  This is caused by a couple of factors:

1) Need to send full headers possibly multiple times depending on implementations and ACK.    

2) Need to send duplicate data both for the downlink and uplink which may have already been sent and received prior to the PDCP relocation

3) The impact of additional overhead is more significant since this happens under the worst cell edge radio conditions.

· Additional complexity to duplicate and forward IP packets both in the network and in the terminal (to reduce data loss).

ROCH context forwarding

In this option, a snapshot of the ROHC context is taken and forwarded to the new PDCP.  The new PDCP then initialises using this context.  Data in the buffers are forwarded to the new cell and prioritised over fresh data (current working assumption).  Uplink data received by the old and new PDCP entities are processed as normal.  The PDCP entity in the UE continues as normal even during the HO.  
Benefits:

· No or very minimal (depending on the amount of data in the buffer) data loss.  

· No additional complexity in the terminal

· Radio efficient

Drawbacks:

· Complexity in the network, forward and initialise ROHC context

· Standard ROHC implementations cannot be used

· Need to define ROHC context definitions for transfer for TCP in the future if it is used.

Discussion on security* 
* This part of the discussion applies if security remains in PDCP. It does not apply if security is moved to the RLC layer as a result of a final decision to have current PDCP standardized in the eNodeB.
Another factor to be considered during the relocation of the PDCP is a possible change in the security algorithm.    The data cannot be decrypted by new PDCP instance that does not support the encryption algorithm used in the old PDCP instance.  This can only be solved by sending the buffered data to the old PDCP instance and having the old PDCP decrypt and perform header decompression.  All “fresh” data is header compressed and encrypted by the new PDCP based on a different algorithm.  Additional care is needed to identify the packets from before and after PDCP relocation.  Further, uplink and downlink will need to be handled independently during the transition since the time of switch over may not be synchronised.  Even if ROHC context is not transferred, this can still require the need the transfer the PDCP sequence numbers.

Alternatively, all data in the buffers for all flows (not just that use ROHC) can be flushed after a PDCP relocation.  This is simpler but can result in significant data loss.  However, since a change in algorithm happens only during the transition involving the introduction of a new algorithm, it may be acceptable. 

Summary and proposal

The contribution looked at the benefits and drawbacks of PDCP context transfer.  
Should the PDCP functions reside in the eNodeB (either due to standards or resulting from an implementation option), then every eNodeB change will require a relocation of the PDCP function.  Thus, the PDCP relocation becomes not a rare event but something that can potentially occur every few seconds/minutes.
Some data loss/duplication and radio inefficiency can result when context transfer is not done.  However data loss can be mitigated by additional functionality.   

Context transfer on the other hand is complex on the network side and the benefits are significant only in certain deployment scenarios.  It however has minimal impact on the terminal.

Alcatel-Lucent therefore proposes to not mandate context transfers but to standardize instead an (optional) explicit indication to the UE to flush its buffers on completion of the inter-eNodeB relocation. This will leave the flexibility to operate or not contexts transfers on the network side. 
