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1. Introduction

In this contribution we investigate the consequences that locating the PDCP in the eNB has on the QoS architecture and propose a view on how to transpose the existing QoS agreements in the new architecture. We focus in particular on the relation between SAE bearers and SAE radio bearers. The SAE access bearers are investigated further in [1].
We conclude the following:
· An SAE bearer remains the level of granularity for QoS control;
· The aggregation of packet flows into service data flows is maintained by allowing the many-to-one mapping of packet flows into a single PDCP entity through the appropriate setting of the Downlink Packet Filter;
· The packet per packet mapping of a service data flow onto different SAE bearers is facilitated by the one-to-many mapping of a single PDCP entity onto multiple SAE radio bearers.
In the following discussion section we provide further details on how we arrive to the conclusions listed above. 
2. Discussion
In the following subsections we list key aspects of the QoS architecture and investigate how they are impacted by the decision to locate the PDCP into the eNB.

2.1. Granularity of the QoS control
Currently, the SAE bearer is the level of granularity for QoS control. That is service data flows which are mapped to the same SAE bearer receive the same treatment which is determined from the QoS profile.
Conclusion 1: The location of the PDCP entity does not impact the granularity of QoS control.
2.2. QoS wise aggregation of IP flows

Currently, this functionality is provided by the EPC and allows that packet flows which should be treated with the same QoS are aggregated in a single SAE bearer.

If the PDCP entity is moved into the eNB; the full packet headers are visible at the entry point into the eNB and thus the same aggregation of packet flows can be applied in the eNB. Effectively, if a many-to-one mapping of packet flows into a single PDCP entity is allowed in the eNB as illustrated in figure 1 below, the functionality of aggregating IP flows is maintained in the new architecture.
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Figure 1: Aggregation of IP flows
Conclusion 2: The aggregation of IP flows can be handled in the eNB by allowing a many-to-one mapping of packet flows into a single PDCP entity.
2.3. Packet per packet scheduling
The principle of packet per packet scheduling is to allow one or several packet flows to be mapped onto more than one bearer. Deciding which packet (arriving on any of the packet flows) goes to which bearer is taken dynamically depending on header or packet inspection.

A simple use case where packet per packet scheduling is beneficial is the default SAE bearers where individual packets belonging to different packet flows representing very different applications (HTTP requests and responses, FTP downloads, video streaming…) can be dynamically mapped onto a small number of default SAE bearers. One such simple example would be to map all control packets to a high priority default SAE bearer and all data packets to a lower priority default SAE bearer.
Although it is not explicitly stated in the specification, this configuration is not forbidden and could prove very beneficial for operators despite the added cost of supporting a larger number of SAE bearers.
If the PDCP entity is located in the eNB, there is a possibility to preserve this functionality while at the same time extending its scope and also making it simpler to implement.
Again, through the possibility to IP header inspection as well as deep header inspection at the eNB, packet per packet scheduling can be implemented in the PDCP entity itself if a one-to-many mapping is allowed between the PDCP entity and the SAE radio bearers.
[image: image2.emf]eNB

EPC

PDCP 1 PDCP 3

RLC 1 RLC 3

MAC

UE

RLC 1 RLC 3

MAC

PDCP 1 PDCP 3

eNB

PDCP 2

RLC 3

MAC

UE

RLC 3

MAC

PDCP 1 PDCP 2

PDCP 2

RLC 2

RLC 2

PDCP 2

RLC 1 RLC 2

RLC 1 RLC 2

Packet per 

packet 

scheduling

PDCP in UPE

PDCP in eNB

PDCP 1: packet 

scheduling

Packet scheduling

EPC

SGi SGi


Figure 2: Packet per packet scheduling
The choice to implement the packet per packet scheduling in the PDCP entity rather than in the EPC has several advantages:

· It allows increasing the scope of the functionality.
· If header compression is supported in this PDCP entity (for a VoIP flow for example), packet per packet scheduling can be extended now to provide better reliability to more important types of RoHC packets such as control packets or packets containing headers with lesser compression (indicating a refresh of compressed fields);
· It does not require the setup and maintenance of a larger number of SAE bearers (which is currently the case with the default IP bearers) since only multiple radio bearers need to be defined;

· It does not require any change in the definition of QoS. A single QoS profile per SAE bearer remains, the mapping to multiple SAE radio bearers only allows to achieve more efficiently the target QoS profile for the SAE bearer.
Conclusion 3: The packet per packet scheduling of IP flows can be handled in the eNB through the setting of a packet scheduling function in the eNB and by allowing a one-to-many mapping of a PDCP entity into SAE radio bearers.
3. Conclusion

In this contribution we have looked at the relation between SAE bearers and SAE radio bearers in light of a location of PDCP in the eNB. We found that the key aspects of the current QoS architecture can be maintained and even made more efficient by allowing two functionalities:
· Many to one mapping of packet flows into a single PDCP entity

· One-to-many mapping of a PDCP entity into SAE radio bearers

We propose to agree with these conclusions.
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