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1. Introduction
This document identifies the problem that may exist when fragmentation of U-plane data in IP layer is applied in S1 interface transport.
2. Fragmentation in UTRAN and E-UTRAN

In 3G UTRAN and CN, although the specification shows that IP fragmentation is supported in the transport network of the interfaces, e.g. Gn, Gp[1], Iu[2], the specification also indicate that fragmentation should be avoided if possible because it has some drawbacks such as [1]:
- Fragmentation is inefficient, since the complete IP header is duplicated in each fragment.
- If one fragment is lost, the complete packet has to be discarded. The reason is that no selective retransmission of fragments is possible.
Fragmentation in UTRAN interface
The reason why IP fragmentation is supported in Release5 Iu is because it was considered that big sized non-delay sensitive IP packets may block the small sized delay sensitive IP packet. However if Iu has over 10Mbps class capacity, the delay blocked by around 1500 byte packet which is normal MTU size between end applications is negligible.
Furthermore, although IP layer level fragmentation is supported in 3G’s Gn, Gp and Iu, the backbone links for those interfaces are mostly operator’s private or leased transmission line that can cope big size IP packets, e.g. Gigabit Ethernet, etc. Hence fragmentation in IP layer can be avoided. 
As for the links for Iub interface, even though those links from RNC to the base station (Node B) utilise Ethernet as the data link layer with MTU size1500 bytes, fragmentation in IP layer can be avoided due to the utilisation of Iub Frame Protocol. The Frame Protocol will make sure that the number of 40 bytes-sized RLC-PDU that will be sent in one FP PDU will not go beyond 1500 bytes.  Hence, IP Fragmentation in Iub can be avoidable.
Identified problems E-UTRAN interface
With today’s E-UTRAN architecture, it would make sense if it is assumed that as a variation of operator’s deployment scenarios, the entrance link between eNB and the border router in the network (not necessarily aGW) may utilised both Gigabit Ethernet and Fast Ethernet, which will result in the difference on the MTU that can be transmitted, some links can transmit Jumbo Frame (9000 bytes or more) and some only 1500 bytes. 
Since the IP Packet which arrived in the UPE will be encapsulated by GTP-U, in cases where the maximum size of IP Packet (of 1500 bytes) arrived in UPE, the resulting IP Packet size after adding the GTP-U header in the S1 interface will be larger than 1500 bytes, and it cannot be transmitted via the links which only support Fast Ethernet, with out fragmentation or other solution.
Note that the identified problem in E-UTRAN is different from the problem identified in Rel.5 Iu.
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Figure 1: MTU size problem in E-UTRAN interface

3. Available solutions for the identified problems

The following are the solution alternatives for the abovementioned problems.
Solution 1: Calculating and deciding the optimum MTU size in both end application. (between application server in the network and UE) .
Solution 1 may be performed by:
- Applying path MTU discovery between the application of end nodes. For each transmission, application server in the network needs to perform ICMP Path MTU Discovery and find the right MTU size.
- Utilizing static MTU size according to the lower layer (data link layer) to be connected. For example, user application will adjust the IP MTU size to be 1500 bytes for Ethernet, and 1492 bytes for PPPoE. 
Solution 2: Fragmentation in the transport layer

2.1. Fragmentation on GTP-U Layer

2.2. Fragmentation on IP layer
Short evaluation for each solution
· Solution 1:

· Path MTU discovery may necessitate additional function in both end application. Furthermore, Path MTU Discovery may cause unnecessary delay. Therefore, it is not preferable from implementation perspective to always rely on this solution.
Hence, not the best solution.
· Utilizing static MTU size according to the lower layer to be connected is not an effective solution, because in the case where E-UTRAN mobile is used as a modem for a PC, MTU size has to be setup in the user PC’s application according to lower layer, which will create an unfriendly environment both for the PC and the user.
However it may be possible to apply this scheme when the involved application is the UE’s native application.  
· Furthermore, when inter 3GPP RAT handover is considered, this solution necessitates different UE’s and application server’s behaviour in UTRAN and E-UTRAN, since MTU size related problem is solved in the Transport Network Layer in UTRAN. 
Hence, solution1 is not the best solution.
· Solution 2.1: Fragmentation in GTP-U layer solution have the following drawbacks:
- GTP-U layer level fragmentation will cause much more overhead.
- Significant enhancement on GTP-U header field is needed to show the packet is fragmented. 
Hence, solution 3.1 is not the best solution. 
· Solution 2.2: Fragmentation in IP layer.
Although IP layer level fragmentation have its own drawbacks as mentioned above [1] and also in the next section, compare to other solutions, fragmentation in IP may be the only possible solution. 
Hence, E-UTRAN architecture should support packet fragmentation in IP layer. 
4. Discussion: Another problems with IP fragmentation

Although the specification recommend avoiding the use of IP fragmentation due to its drawbacks, triggered by some implementation cases, it will be necessary to apply IP fragmentation on S1 interface. This inconsistency needs to be considered carefully.
Supporting IP fragmentation in S1 interface will solve the problem identified in section 2,  but on the on the other hand it will also add the drawbacks since IP layer level fragmentation will also result in the performance degradation and this is a serious problem in actual implementation point of view. One implementation measurement shows that the IP fragmentation causes the maximum of 50% performance degradation compare to no IP fragmentation case. In this case, to keep up the rate performance, an operator has to prepare two times the number of the processing cards, and this will cause an increase in equipment cost. With a system that promises high rate performance as E-UTRAN, an operator would want to prevent this problem. 
Question for discussion: 
- Is there other effective way to prevent this problem?
- How other companies see this problem?
5. Reference
[1]. 29.060 ‘GTP across Gn and Gp interface’.
[2]. 25.414 ‘UTRAN Iu interface data transport and transport signaling’.







































































































































































































































PAGE  
3

