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1. S1-C and X2-c Addressing alternatives
The use of SCTP has been selected the way forward in transport protocol for the S1-C and X2-C interfaces. However, it is not agreed yet how the SCTP should be applied for addressing the signaling connections. The R3.018 contains currently three alternatives:

1) Using PPI field in the SCTP Header for carrying the signaling connection Identifier as a primitive for addressing the Application Protocol Level instances
2) Using the SCTP association for addressing the Application Protocol Level instances (like TCP/UDP Socket)
3) Using identifiers in the S1-C/X2-C Application Protocol messages

In the following some further consideration is given to all alternatives on their addressing characteristics.
2. Alternative 1: Using PPI field in the SCTP Header
The addressing of signaling connections using the PPI field in the SCTP header follows the addressing at the TNL layer principle that is applied on the Iu-c and the Iu-r interfaces today. Now the new S1-C and X2-C application protocols need not carry any additional addressing information like would be the in alternative 3.
The SCTP protocol header contains always the PPI field, so it is there even if it will not be applied for carrying a signaling connection Identifier. Now if the addressing information will be carried at the RNL layer, then there is 32 bits (4 Bytes) transport overhead in every control plane message that cannot be avoided.
There have been doubts that using the PPI field for addressing would be complex from implementation point of view. That may have truth in it if we look the available SCTP implementations of some 3 or 4 years ago. However, today the situation is different as there is available a source code for the SCTP and the Socket API Extension for SCTP [see 1] based on I-D <draft-ietf-tsvwg-sctpsocket-13.txt> that makes use of SCTP Sockets as easy as the traditional TCP/UDP Sockets. 
The SCTP with a Socket API can be used as the base building block for implementing a “SCTP Handler” application in order to provide SCTP communication services to the higher level applications so that they do not need to understand the lower level SCTP functions. 
The SCTP Handler should meet the following requirements:

· Peer to Peer transfer for application protocol messages by using multi-streaming function that the SCTP provides

· Abstract interface to the higher level applications that hides lower level SCTP issues

· Management of SCTP associations between signalling endpoints

· Asynchronous reporting of status changes to higher level applications

· Full support for handling SCTP Header information e.g. delivery of transparent data to remote peer in the Payload Protocol Identifier (PPI) field in each user message

· Support for configuring and reading various SCTP parameters from the higher level application level

The SCTP Handler should maintain the relevant data structures that are a subset from the SCTP MIB (RFC 3873). This data is required for setting up initial SCTP association parameters and for managing each SCTP association.

In the Annex of this contribution some further information is provided regarding the characteristics of the SCTP Handler.

3. Alternative 2: Using SCTP Association for addressing

The use of the SCTP association for addressing the Application Protocol Level instances resembles the traditional way how the TCP/UDP Sockets are applied. In this way the current principles used at the RNL protocols can be kept unaltered.

However, the SCTP association is much heavier to establish than a TCP Socket, so one could ask why not to use TCP instead? In our opinion the signaling connection establishment times with SCTP association per a UE are not sustainable from the mobility procedure latencies point of view. For the same reason the number of simultaneous SCTP associations that would have to be supported can become a processing burden for the network element in question.

Regarding the bandwidth efficiency, the alternative 2 suffers from not fully utilizing the SCTP header, thus creating unnecessary overhead in every signaling message.

4. Alternative 3: Using identifiers in the S1-C/X2-C Application Protocol messages

4.1 Using Application Protocol Identifiers
The use of identifiers in the S1-C/X2-C Application Protocol messages would require changes into the principles that are applied on RNL application protocols in 3G.
These changes would unnecessarily increase the complexity at the RNL layer as the addressing problem becomes just moved to the upper application layer that can be handled easily with passing primitive(s) between the RNL and the TNL layer as shown in chapter 1.1.

Also in this solution the sctp_recvmsg system call [Ref. Annex] must process the sctp_sndrcvinfo structure (stream info, association info) in order to route message to proper instance at the upper layers. Next the application level message must be processed once more at the upper layer in order to resolve the addressing information before the message can be directed to the right application level instance.
4.2 Using signaling references in the S1-C/X2-C Application Protocol messages

The use of signaling references in the S1-C/X2-C Application Protocol messages would require as well changes into the current principles that are applied on RNL application protocols.

Again, this proposal would unnecessarily increase the complexity at the RNL layer as the addressing problem becomes just moved to the upper application layer that can be handled easier with passing primitive(s) between the RNL and the TNL layer as shown in the chapter 1.1.

Again in this solution the sctp_recvmsg system call must process the sctp_sndrcvinfo structure (stream info, association info) in order to route message to proper instance at the upper layers. Next the application level message must be processed once more at the upper layer in order to resolve the addressing information before the message can be directed to the right application level instance.

From the signaling stack implementation point of view Alternative 3 is seen more complex than alternatives 1 and 2. 

Alternative 3 also suffers from the same issue as Alternative 2, namely from not fully utilizing the available bytes in the SCTP header. As the S1/X2 signalling needs to traverse the last mile transmission, also the bandwidth efficiency needs to be taken into account. 

5. CONCLUSION AND PROPOSAL

We propose that the S1-C and X2-C application protocol message addressing shall be handled with a Signaling Connection Id that is created at the RNL layer application and is passed as a primitive to/from the SCTP based transport at the TNL layer by using the PPI field and a few pre-defined SCTP Streams.
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ANNEX

Further information on Alternative 1

The following figure illustrates example implementation of a SCTP Handler in alternative 1.
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Figure1: Example of SCTP Handler Implementation

6.1.1 Sending an application protocol message using SCTP Sockets API

The following Figure 2 illustrates the structure of the sctp_sendmsg system call in the SCTP Sockets API.
int sctp_sendmsg(int sd, const void * msg, size_t len,
                 struct sockaddr *to, socklen_t tolen,
                 uint32_t ppid, uint32_t flags,
                 uint16_t stream_no, uint32_t timetolive,
                 uint32_t context);
Figure 2: System call for sctp_sendmsg

The sctp_sendmsg system call contains a primitive ppid for passing the PPI value into the SCTP Header of the message to be sent per a message.

The Signaling Connection Id or addressing information for the S1-C and X2-C message exchanges must be generated at the upper level application anyway, so passing this information into a sctp_sendmsg system call should be even easier than constructing an application message that contains the required information element(s).

The sctp_sendmsg system call enables to select freely the used Stream Id in the stream_no primitive as well.

6.1.2 Receiving an application protocol message using SCTP Sockets API

The following Figure 3 illustrates the structure of the sctp_recvmsg system call in the SCTP Sockets API.

int sctp_recvmsg(int sd, void * msg, size_t * len,
                 struct sockaddr * from, socklen_t * fromlen,
                 struct sctp_sndrcvinfo * sinfo, int * msg_flags);
Figure 3: System call for sctp_recvmsg

The sctp_recvmsg system call returns a pointer to the sctp_sndrcvinfo structure that passes e.g. the PPI value and the Stream Information of the received message to the SCTP Handler application at the upper layer.

struct sctp_sndrcvinfo {

      uint16_t sinfo_stream;

      uint16_t sinfo_ssn;

      uint16_t sinfo_flags;

      uint32_t sinfo_ppid;

      uint32_t sinfo_context;

      uint32_t sinfo_timetolive;

      uint32_t sinfo_tsn;

      uint32_t sinfo_cumtsn;

      sctp_assoc_t sinfo_assoc_id;

From the the upper layer application (e.g. SCTP Handler) point of view it is necessary to read Stream Info and Association Id in order to route message to the proper application level instance. Now it does not add much complexity to read also the PPI value at the same time in order to route message from the TNL layer directly to the right RNL layer application instance. Now the additional processing at the RNL protocol layer can be avoided totally.  
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