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1 Introduction

Reduction of cost and complexity are key drivers for RAN Long Term Evolution. It is therefore of vital interest of operators to minimise operational effort & cost by introducing self configuring and self optimising mechanisms. Self optimising function increases network performance and quality reacting on dynamic processes in network.

Especially in the early deployment phase of a new system the efforts to setup and optimise are significant and traditionally lead to lengthy periods in getting an optimum and stable system setup. It is thus essential to have self configuration and self optimisation mechanisms already available when initial deployment starts.
Standardisation is asked to define the necessary measurements, procedures and open interfaces to support self configuration and self optimisation function in a complex multi vendor system.
2 Typical Scenarios/Use Cases supported by Self Optimization & Self Configuration
In the following different use cases of operator’s daily work are described. The objective of this contribution is to use this scenarios as a starting point to analyze which measurements and procedures are required and have to be standardized to enable self configuration and self optimization in a multi-vendor environment. The following text is proposed to be included in TR 3.018 in chapter 6.21.5 “Typical Scenarios/Use Cases supported by Self Optimization & Self Configuration” (see Attachment of this document):
6.21.5.1
Use case 1: Establishment of new eNodeB in network

A typical task for operational staff is the introduction of a eNodeB. In the following the scenario for introducing of a macro eNodeB is detailed considering already given definitions concerning self-configuration and self-optimisation functionality in chapter 6.21.1.
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Figure 1: Establishment of new eNodeB and associated tasks
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Figure 2: Procedure to establish new eNodeB

1) The first step is obviously the planning of a new site based on coverage and capacity requirements. The process can be supported by measurements to indicate coverage or capacity problems in the network (see use case 3). A first initial set of parameter I1 is: location, eNodeB type, antenna type, cell characteristics (sectors), required maximum capacity, …

2)After the physical installation of the eNodeB a first initial self test will start with a possible report R1 in case of failure to the net element manager. 
3) In the next step self configuration starts: The e-NodeB requests its basic setup information (see figure in 6.21.1): including configuration of IP-address and detection of OAM, authentication of e-NB, association of aGW, downloading of e-NB software.
Than as a second part of the self configuration the initial radio configuration I2 will be done: the following data might be provided via the network element manager from the planning tool or an other self-configuration related instance:

· cell-id

· pilot sub-tones

· pilot power

· antenna tilt 

· clustering information (e.g. location area, routing area)

· initial sub-tone planning

· neighbourhood list information: cell-ids, IP addresses,…
· IP addresses of neighbourhood eNodeBs

· ….

In case any data are missing all parameter should be also derivable from a default value by an auto optimisation and it should be possible to send back this data to the element manager and planning tool.
At the end of the procedure it is necessary to inform the neighbour eNodeBs about the existence of the new eNodeB and to include the new cells in the corresponding neighbourhood list of the neighbouring eNodeBs and to set neighbour specific parameters in these cells.
4) An additional self test like for example a plausibility check of parameter with possible report R2 to the element manager could be done.
5) At the end of the installation the NodeB is ready for commercial use and a test call can be done successfully.
6.21.5.2
Use Case 2: Optimisation of the neighbourhood list

Based on the assumed initial neighbour set a further optimisation of neighbour list (including 2G/3G) is needed considering e.g. radio measurements of eNodeBs and UEs or call events like call drops, handover problems etc.. For this approach RRC connections (calls, signalling procedures) and their accompanying measurements can be used to gather the needed information about neighbours. Known neighbours can be checked if they are really appropriate concerning real RF conditions, new ones can be included based on information about detected cells in UEs. Not forgotten must be the optimisation of parameter in neighboured eNodeB’s cells.
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Figure 3: Optimisation of neighbour list and related cell parameter
6.21.5.3
Use Case 3: Coverage and capacity optimisation

Typical operational task is to optimise the network according coverage and capacity. Planning tools supports this task based on theoretical models but for both problems measurements must be derived in the network. Call drop rates give a first indication for areas with insufficient coverage, traffic counters identify capacity problems. 

Following parameters are identified as being beneficial to be this optimised: 
· sub-tones (sub-tone sets planned for cell borders), 
· antenna tilt, 
· power settings, 
· radio resource management parameters
· …

For a deeper analysis especially the detection of the locations of these areas detailed measurements are requested.

Special tools to analyse RRM measurements, interface tracing and drive tests are the today’s solution to gather these information to find optimal problem solutions.

In LTE appropriate measurements, availability of significant statistical basis of measurements, problem specific measurement configuration and the full support of processing these valuable information shall be supported.
6.21.5.4
Use Case 4: Optimisation of parameter/trouble shooting

In a typical workflow performance measurements indicate problems in the network caused by different reasons:
· high call drop rate

· poor Setup Success Rate

· poor average throughput

· many others


· 
HW defects or 

· SW failures in the network,

· user failures

· wrong or not ideal parameterisation 



Analysis of complex problems are based on drive test results, accompanied by interface traces. Typically signal strengths, Ec/No values of neighbours, special call events like call drop, handover failures etc. are valuable indications both for optimisation and trouble shooting purpose. In special cases even cell and neighbour individual parameterisation must be found to mitigate problems. Obviously network quality and performance could be improved if such individual optimisation could be done by default for every cell. Further typical configuration failures would be found (if not avoided by intelligent self-configuration function) like forgotten neighbours, inappropriate hysteresis values, 2G- an 3G-neighbour related parameter and others.
Generally the optimisation of multiple parameters in a wider network area must be supported by appropriate O&M functionality: the efficient transport of information about status of network elements, their configuration and a smart design to implement self-organising functionality must be a self-evident feature of a LTE system.

6.21.5.5
Use Case 5: Continuous optimisation due to dynamic changes in the network (like traffic variation)
Dynamic resource shifting and optimisation leads to better resource utilisation and cost effectiveness considering roaming of customer due to their daily activities. An example: during the day traffic is concentrated more in urban areas but at night there is a shift towards the suburban areas. 

In OFDM the opportunity exists to distribute air interface resources in an dynamic way to optimise on traffic situation or interference situation. Based on real-time measurements of power and interference level for single sub-channels the coordination of sub-channels and dedicated power could be done in a dynamic way. The time granularity of this dynamic procedure can be on a real-time or a off-line basis and must be discussed.
Other parameter beside sub-tones seen as beneficial in this area are principally antenna parameter, power settings and radio resource management parameter.

6.21.5.6
Use Case 6: Self-configuration and self-optimisation in multiple vendor environment

It must be underlined that self-configuration and self-optimisation shall be supported in a multiple vendor environment so that standardised procedures and O&M interfaces are needed to avoid cost-intensive mediation between different vendor nodes and side effects due to different detail solutions (e.g. different optimisation algorithm leads to ping-pong effects and swinging phenomena). Main procedures like handover or sub-tone coordination must be discussed to be standardised to minimise such problems.
3 Summary/Conclusion

The text proposal is recommended to be included in TR3.018 chapter 6.21.5 to give some guidance to develop standardised features and design appropriate implementation concepts.
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5 Attachment: Chapter 6.21 of TR3.018
6.21
Support for self-configuration and self-optimisation
6.21.1 Definitions

This concept includes several different functions from eNB activation to radio parameter tuning. 

Figure XX below is a basic framework for all self-configuration /self-optimization functions.

6.21.1.1 Self-configuration Process Definition

Self-configuration process is defined as the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation.
This process works in pre-operational state. Pre-operational state is understood as the state from when the eNB is powered up and has backbone connectivity until the RF transmitter is switched on.

As described in Figure XX below, functions handled in the pre-operational state are covered by the Self Configuration process e.g.

Basic Setup and

Initial Radio Configuration

NOTE:
Depending on the final chosen functional distribution in RAN, the feasibility of following items should be studied e.g.:

To obtain the necessary interface configuration;

Automatic registration of nodes in the system can be provided by the network; 

Alternative possibilities for nodes to obtain a valid configuration;

The required standardization scope.

6.21.1.2 Self-optimization Process Definition

Self-optimization process is defined as the process where UE & eNodeB measurements and performance measurements are used to auto-tune the network.
This process works in operational state. Operational state is understood as the state where the RF interface is additionally switched on.
As described in Figure XX, functions handled in the operational state are covered by the Self Optimization process e.g. 

Optimization / Adaptation

NOTE: 
depending on the final chosen functional distribution in RAN the feasibility of following items should be studied e.g.:

The distribution of data and measurements over interfaces relevant to RAN3;

Functions/entities/nodes in charge of data aggregation for optimization purpose;

Dependencies with O&M and O&M interfaces, in the self optimization process;

The required standardization scope.

The architecture of logical self-configuration/optimization functionality is FFS.
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Figure XX Ramifications of Self-Configuration /Self-Optimization functionality.
6.21.2 Self Configuration

Self-configuration is the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation. Main functions are:

6.21.2.1 Basic setup

This stage includes all the functions required for installing a new node to an operator network, prior to setting up the radio parameters. At least the following sub-functions need to be considered:

a1) Configuration of IP address and detection of OAM server

First of all, the node has to establish an initial logical connectivity to the OAM server (details of such a server is FFS) for authentication and to obtain the required information to join the network. To reach the OAM server, the node needs to know for example, its own IP address, gateway address, and DNS server address. To support self-optimisation/self-configuration, these addresses need to be acquired in a dynamic manner, which can be implemented by current RFC protocols like DHCP.

a2) Authentication of node/NW

After establishing the initial connectivity to the OAM server, the node must be authenticated by the operator network (and possibly vice versa) before any further transaction. This authentication is crucial to deny network piracy by unlicensed nodes. Such risk is likely to increase in the LTE era, as home-use nodes might be more common.

a3) Association to aGW

With the S1-flex concept, manual setup of associations among aGWs and nodes will be cumbersome. This is to do with how pool areas are defined and how MME/UPEs are associated with the pool areas. The function to automatically discover and associate itself to the optimum MME/UPEs is desired to be in node (or vice versa in aGW). The S1 interface may need to support indication of the nodes readiness and capability to the aGW.

a4) Downloading eNB software (and operational parameters)

If the software (and operational parameters) in the node needs to be updated, this should be carried out automatically.

6.21.2.2 Initial Radio configuration

This stage involves all the functions required to setup the radio related parameters in the eNB. These configurations include for example, the pre-planned neighbour list (e.g. by a planning tool), pilot power, and antenna tilting angle. 

These parameters have been traditionally determined manually through the relevant designing process. These tasks have been some of the main responsibilities of OAM.

b1) Neighbour list setup

In this stage the neighbour list is typically preplanned in a planning tool (although it has not been clarified yet whether a neighbour list will be necessary in LTE).
If not setup in this stage it shall be possible to, automatically generate a neighbour list e.g. by using geographical information or by collecting UE measurement reports in the operational state

b2) Coverage/capacity related parameter configuration

Traditionally, radio parameters (e.g., pilot power) have been initially set to default, and if identified necessary, adjusted carefully later on during operation. However, it would be ideal for operators if more appropriate parameters are set automatically at initial installation. 

6.21.2.3 Parameters in scope of self configuration

Possible Input and Output parameters for the Self Configuration entity:

Input:

Unique eNodeB identifier
(The format, the domain and the assignment of the identifier is FFS)

Output:

Hardware configuration data 

Transport configuration data: interface configurations on S1 and X2 interfaces are obtained automatically

Network IP address for eNB (e.g. based on DHCP like approach)

Automatic registration /Authentication of eNodeB

Association of O&M and Access Gate Ways (aGW)

Specific SW/basic parameter set and initialisation

Initial radio configuration

6.21.3 Self Optimization

Self optimisation is the processes were UE & eNodeB measurements and performance measurements are used to auto-tune the network. Main functions are:
6.21.3.1 Optimization (C)

The stages (A) and (B) in figure XX compose the necessary configurations preceding the operation of the RF interface. In contrast, stage (C) is to adapt relevant radio parameters to the environmental changes, while the network is up and running. If all the parameters are designed appropriately in stages (A) and (B), stage (C) may be dispensable. However, to cope with eNB failures or heavy traffic bias to a particular cell, such adaptation has potential gains.

c1) Neighbour list generation

For neighbour list optimization it’s typically helpful to facilitate UE measurements at cell reselections (although it has not been clarified yet whether a neighbour list will be necessary in LTE.) In principle, automatic generation and optimization of the neighbour list should be possible by for example, using geographical information or collecting UE measurement reports or both.

c2) Coverage/capacity control

As with stage (B), parameters such as the pilot power and tilting angle have significant impact on the coverage and capacity of a cell. During operational state these parameters shall adapt to environmental changes, this would be the ultimate goal. 

6.21.3.2 Parameters in scope of self optimisation

Examples are:

Neighbour cell relations 

max TX power values of UEs and eNodeB

HO parameters, Hysteresis, trigger levels etc

Antenna configuration

6.21.4 Architecture supporting Self Configuration & Self Optimization

The architecture supporting Self Configuration is FFS.

6.21.5 Typical Scenarios/Use Cases supported by Self Optimization & Self Configuration
Copy in content of chapter 2 of this document
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