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1 Introduction

MBMS architecture has been discussed over the last few meetings.  The focus of the discussion has been on the SFN operation, which poses the requirements on the network side.  However, there seems to be a general assumption that the MBMS requirements and services that were considered for UMTS are automatically considered also for LTE SFN operation.  This is not necessarily the case and RAN2 has asked for clear operator input on MBMS requirements.  For example, SFN operation may be of interest only for Mobile TV kind of long-lived applications that do not need counting or have dynamic SFN areas.  Clearly solutions should be chosen to meet the real requirements rather than over-engineer complex or expensive solutions without clear motivation.

Another challenge for LTE is the absence of a centralised RAN node that can perform co-ordination.  The need for such co-ordination is very dependent on the nature of services that need to be supported.  When this functionality is needed, there are multiple options including distributed ones, possible for its location.

This contribution looks at different solutions that could be possible for the different requirements and possible placement of the functionalities that may need to be supported.

2 Discussion

Solutions for MBMS must be based on the requirements.  The UMTS high-level requirements are first re-examined and then the additional LTE requirements for SFN operation.  The different phases of the MBMS operation, namely, the session start phase involving the resource assignment and the data transfer phase involving the scheduling are discussed in detail along with the solutions possible.

2.1 Current MBMS Requirements

2.1.1 MBMS requirements in UTRAN

MBMS QoS requirements for UTRAN are defined in 22.146 and 22.246. The main points are listed hereafter.

MBMS is intended to efficiently use radio/network resources and should allow minimizing the UE power consumption. MBMS data transmission should adapt to different RAN capabilities or different radio resource availability.

MBMS shall be independent of the type of service being transmitted and permit support of all data types, for “streaming” (continuous data flow), “file download” (requiring lossless transmission) and “carousel” (combining steaming and file download) MBMS user services. 

According to 23.246, these MBMS user services are mapped to the UMTS “streaming” (characterized by a Guaranteed Bit-rate) or “background” traffic classes. The “conversational” and “interactive” traffic classes are not applicable to MBMS. The maximum bit-rate is typically 10, 32, 48, 128 or 384 kbps. Only higher values of the SDU error ratio are supported. The Allocation and Retention Priority is applicable, mainly used for admission control.

2.1.2 MBMS multi-cell transmission mode in LTE

The “Television (TV)” MBMS user service (synchronised streaming audio and visual components) has been defined in Rel-8, with requirements for TV channel switching in LTE (see [1]).

The SFN operation requires that for a given MBMS session, the same RB configuration, MCS and radio interface scheduling are applied in the SFN area. These configurations mainly depend on the nature of the services (assuming that there is no UE capability constraint and dynamic feedback information that could influence the configurations).

2.2 Discussions on possible solutions

The different phases of MBMS service operation, involving the resource assignment and scheduling are discussed in more detail below.  Possible centralised and distributed solutions are outlined and compared.  The different possibilities for location of the functionalities required are also discussed in detail.  The applicability and benefits of the solutions are very dependent on the nature of the requirements and MBMS services.  

2.2.1 Resource allocation phase

Two main possibilities for resource allocation are possible – one via OMC configuration and other signaling between MCE and eNodeBs. In both cases, resources may be allocated on a dedicated basis (per service) or shared basis (for several services).

OMC configuration allocates a resource pool for MBMS services.  All the parameters are statically configured.  It is simpler in that it requires minimal standardization and testing work.  However, it requires manual intervention for changes to resource allocation.  Hence it is best suited for long term fixed services with fixed Service Area like Mobile TV kind of applications.  

Signalling based configurations, as the name implies, use signalling between the MCE and the eNodeBs for resource allocation and configuration of radio parameters.  This requires specification of the signalling for resource allocation.  The complexity of the signalling specification depends on flexibility required – how often do the resource allocation need to be changed, are MBMS service areas different for different services and if so, do they overlap, do we need to allocate dedicated resources per service or use a resource pool etc.  For example, if service areas are overlapping then any resource allocation procedure may need multiple passes to ensure a consistent resource allocation over the SFN area.

Distributed MCE solutions distribute the MCE function between different nodes of the same type.   However, this introduces a possibility of collision of services.  Several solutions are possible here also depending on the assumptions.  One simplest possibility is to ensure that the BM-SC never issues two sessions starts in short succession.  Another solution is to allow multiple passes in case of collision as is needed in case of overlapping SFN areas.  Session start is considered fairly infrequent since there are not likely to be more than a few tens of service ongoing at any time and hence this solution can be considered acceptable.  The complexity and time to converge depends on the number of services and the size of the SFN area.

Another factor that needs to be considered is if unused MBMS resources can be used for uni-cast services.  For example, if resource allocation is not done per service, then there might be unused resources.  If the unused resources can be used for uni-cast services, then it is not essential to ensure that the overall resources reserved strictly follow the current MBMS requirements.  Such release of MBMS resources for unicast services will have to be done across all the cells of the SFN area or well coordinated between the cells to avoid interference with other cells using the resource for MBMS operation.

2.2.2 Scheduling phase

Scheduling is responsible for ensuring that all the eNodeBs send the same data on the same resource blocks.  The solution for scheduling is very dependent on the solution chosen for resource allocation.

For example, if resources are assigned per service, scheduling can be done per service.  This allows scheduling function can be distributed across different nodes, with each node handling one or more but not all services.

If each service does not have dedicated resources, then coordinated scheduling must be done for all services sharing a common pool of resources and optimization of this function needs more attention.

There are also different possibilities for sending scheduling information as listed below: 

1. One is to append the coordinated scheduling information to the data header but this will require that the data go through the scheduling node and then distributed further
.  This node can then perform any other functions like MTCH multiplexing, segmentation, concatenation and header compression. 

2. The other possibility is to send coordinated scheduling information for each packet but separately and not appended to the data.  The eNodeBs then combine the data and the scheduling information packets.  The information distributed can also contain information about segmentation, concatenation and header compression etc.  The benefit of this scheme is that all the data does not need to go through the centralized scheduling node.

Optimization of the scheme is possible in terms of how often the scheduling information needs to be sent out –, it may be sufficient to send scheduling information every once in a while for example for CBR services, audio services etc.

It may also be desirable to buffer and send packets from an MBMS service in a burst – similar to the Time splicing used in DVB-H.  This not only reduces battery consumption in the UE due to DRX but also allows the possibility of sending one scheduling message per burst.

2.2.3 Discussion on location of the functions

The functionality needed for MCE and scheduling is very much a radio function with the exception of the Header compression.  It must perform possible MTCH multiplexing, segmentation, concatenation.  And possibly header compression.  While some functions can be done through OMC, other functions can be done in either BM-SC, aGW, in an eNodeB, distributed between eNodeBs, in a separate node.  The choice between them is not so simple.  

A separate node is the most flexible solution but also possibly an expensive solution since all the interfaces to it must be standardized, developed and tested.  Further, it only does minimal function, operators may not gain much from sourcing it from a vendor different from the aGW, the eNodeB or the BM-SC.  Besides, being a minor functionality and with the flexibility, vendors may integrate it to their aGW or eNodeB implementations and in fact can make even inter-operability more difficult for an operator.

The aGW is a CN function is not considered a radio function such as scheduling, segmentation based on MCS selection etc..  Locating these functions in the aGW mixes the RAN and CN functions.  This can introduce inter-operability and coordination problems between the RAN functions in the aGW and eNodeBs.  It also requires staff with RAN and CN expertise to develop, configure and operate the CN node.  This is further complicated in case of network sharing and the aGW belong to a different operator to the RAN.  It also requires standardization of the interfaces between the aGW and the BM-SC and the eNodeB. The aGW may also need to buffer some data to do the scheduling. This however, makes the aGW a central point of failure and additional functionality and complexity is required to provide redundancy.

Locating in the eNodeB is ideal since it is essentially a RAN functionality and belong naturally to the eNodeB.  Most functions can be distributed as discussed above.  Data does not have to go through to an eNodeB for distribution.  However, for certain requirements, it needs some additional complexity and signalling.

The other choice is to locate these functions in the BM-SC.  The BM-SC being a 3GPP specific box performing 3GPP specific functionality which can also include LTE specific functions.  However, this will require the BM-SC to be aware of some of the radio functions.  However, similar functions have already been put into one box by many vendors for DVB-H solutions.  As the source of the different MBMS services, it may be better positioned to know the nature of the services and optimize the resources between the different services.  In terms of network sharing it is not clear how the BM-SC will be split – will it belong to the RAN operator or CN or are both possible?  This option would be simpler if it is likely to be with the RAN operator but not any more complex than the aGW solution even if it belongs to the CN operator.  However, this can make distribution of the BM-SC difficult.  It also suffers from the single point of failure as in the aGW but redundancy of the BM-SC is required anyway.

2.2.4 Other options for short lived and variable MBMS area services

Another possibility is to limit SFN operation to long lived and fixed MBMS service area services like Mobile TV.  Short lived services with flexible MBMS service area can be supported by other solutions which do not require SFN operation.  This is specially attractive for services with no users in many cells but with larger number of users in other cells since for SFN operation, the service may need to be sent even on cells with no users. One such solution is the Multi-Frequency Network Operation described below:

For deployment scenarios where network co-ordination or synchronization is difficult to achieve, an alternative MBMS transmission scheme to SFN operation called the Asynchronous Frequency Division Macro-diversity (AFDM) scheme can be considered. Unlike SFN operation, which requires all the eNodeBs to be synchronized in time and in MBMS scheduling decisions, AFDM provides efficient multicast transmission in networks that are not synchronized.   AFDM scheme can be turned on or off in specific cells based on number of users in the cell without co-ordination with other cells.

Under AFDM operation, neighbouring cells use non-overlapping sets of frequency resources (resource blocks) for MBMS transmissions, based on a fractional frequency reuse pattern. Different eNodeBs may have different timing relative to each other, which implies that network synchronization is not required. The same MBMS packet is transmitted by the different eNodeBs in the service area using their respective resource blocks, at possibly different scheduling instants. In other words, the MBMS scheduling functionality in different eNodeBs may function independently. The UE receives the same packet from all the different cells that it can monitor on non-overlapping resource blocks at different times, and performs soft combining between them to enhance detection performance.

The following is a summary of the main features of the AFDM technique.

· Timing synchronization between different eNodeBs is not required

· Different eNodeBs may schedule the same packet at different times, provided a fixed latency constraint is satisfied. In other words, the scheduling times for a packet from different eNodeBs do not require being coordinated

· MBMS transmissions are made on certain specified resource blocks from each eNodeB

· An eNodeB does not transmit any signal on resource blocks that are reserved for MBMS use by neighbouring eNodeBs

· Performance of the AFDM scheme is close to SFN performance in synchronous networks. It offers substantial performance benefits over independent MBMS transmission in each cell in asynchronous networks.

AFDM transmission can support MBMS transmission over an asynchronous UTRAN as well. 

Intermediate services - either with intermediate number of users, services of inter-mediate length or service area – will then use semi-static SFN or non-SFN mode.  But first the requirements and nature of these services must be established.

2.2.5 SFN operation and counting and inter-cell coordination

Other factors that need to be considered are if counting is used for SFN operation.  Clearly the decision to send data in a cell is not limited to presence of users in that cell alone but also in neighbouring cells as well.  If the service is to be turned off or switched to a point-to-point bearer in a cell, it needs to be coordinated with other cells.  

If the MBMS cells cover a bigger area than unicast cells (like an umbrella cell as is proposed by some operators), then counting of users in a cell not only requires more coordination between the cells, it becomes even more complex due to different radio coverage of the umbrella cell and the unicast cells.  

Resources being used for SFN operation in the neighbouring cells cannot be used for other services in this cell because of possible interference.    This also needs coordination between cells.

If SFN area is dynamic (in terms of presence of the number of users in a cell), then the next decision is if it also requires dynamic resource allocation signalling in case of “Signalling” based solutions.   For example, if a new cell comes into an SFN area, and the resources being used for service in other cells are in use already, then the resources need to be reconfigured in all the other cells as well.   

3 Conclusions

This contribution discussed and compared the different possibilities for MBMS operations.  The benefits and drawbacks are very dependent on the nature of requirements and services targeted.  

Several solutions are possible, either centralized or distributed.  The location of the MCE and scheduling functions could be located in either the BM-SC, the aGW, the eNodeB or distributed between the eNodeBs.  The choice of the resource allocation function may favour one of the scheduling options. 

The choice of resource allocation depends on the nature of MBMS services that need to be supported.  For example, for mobile TV kind of applications, OMC configuration for resource allocation and the scheduling functions can be distributed between the BM-SC and the eNodeB.  The choice also depends on the nature of the data (voice, video, CBR, VBR, etc.).

At the other extreme, non-SFN operation can be considered for services with small number of users or varying Multicast areas.  

It is proposed to get clarifications on the following:

1) The requirements from operators – what is the main application area.   This is already a topic for the RAN2 meeting this week (see [2]). 

2) Are smaller,  “flexible” MBMS areas required?

3) Is counting required for SFN operation or can we assume many users in each of the cell to justify SFN operation in the entire MBMS area?

4) Are bigger “umbrella” cells likely to be used for SFN operation?  This is more relevant when counting is required.

5) What is the typical size of an SFN area?  

6) How many services are likely to be ongoing at any time?  

7) Is the BM-SC likely to belong to a RAN or CN operator in case of network sharing? 

8) Is buffering and sending data for an MBMS service in a burst desirable? 

9) Can spare MBMS resources be used for unicast?

10)  Header compression required?……

It is clearly desirable not to over-engineer the solution without a clear motivation or business case.   It is important to limit the complexity or cost in order to be competitive.    Future enhancements can be developed when clear requirements exist for the more complex solutions especially since SFN operation only has network impact and no terminal impact.
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� 	RTP time stamping cannot be used by the eNodeB for the radio interface scheduling (RFC 3550: “Several consecutive RTP packets will have equal timestamps if they are (logically) generated at once, e.g. belong to the same video frame”). A LTE specific time stamping must be applied by a centralized functional entity (e.g. BM-SC, “master eNodeB”) and a LTE specific frame protocol must be defined.
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