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1 Introduction 
It has been argued that usage of IP multicasting for S1-C/X2-C point – to – multi-point procedures may provide considerable S1-C/X2-C transport network efficiency gains. However, since the initial discussions around the topic in RAN WG3 meetings, SA3 has further discussed and documented, see ‎[1], the needs for authenticity, integrity and confidentiality protection on S1-C/X2-C.
In the present contribution we analyse the consequences of applying authenticity, integrity and confidentiality protection on S1-C/X2-C on different network scenarios. Our analysis reveals that the benefits of IP multicasting for S1-C/X2-C point – to – multi-point procedures will be significantly reduced and hence the increased complexity of SAE\LTE nodes and network configuration are not necessarily justified.
2 Security considerations

The needs for authenticity, integrity and confidentiality protection on S1/X2 are defined in ‎[1] (summary is chapter 10.3). Considering the characteristics of access networks, ‎[1] further states
“In any case the number of (semi-static) security associations for NDS/IP on the S1-reference point between eNodeB and the Core Network will largely be determined by the number of eNodeBs”

3 Deployment scenarios

3.1 Protected network
All the network elements, including transport network aggregation nodes, are part of (the same) same protected network domain, see Figure 1. Three levels of transport network aggregation nodes are considered in the example where it is assumed that the second and third level transport network aggregation nodes are part of the access network. Hence the transport network layer bottleneck is somewhere between TNN_11 and the eNB-s. Additionally it is assumed that all transport network aggregation nodes may aggregate RAN and non-RAN traffic, while in this example non-RAN traffic originates from trusted network elements. Further assume that all eNB-s illustrated on Figure 1 have neighbour relations between each other.
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Figure 1 Protected network

The number of messages sent over each transport link, provided that MME needs to send the same point – to – multi-point S1-C AP message to all eNB-s, is summarized in Table 1. Provided that all transport network aggregation nodes support IP multicasting, the transport network load gains could be achieved only in the backbone (typically not bandwidth limited) and in the higher layers of access network.
Table 1 Number of messages per transport link per distribution method

	Aggregation level
	Transport link
	Multicasting
	Point – to – point transport

	N/A
	L11
	1
	3

	Level 1
	L21
	1
	2

	
	L22
	1
	1

	Level 2
	L31
	1
	1

	
	L32
	1
	1

	
	L33
	1
	1

	Level 3
	L41
	1
	1

	
	L42
	1
	1

	
	L43
	1
	1

	Total
	
	9
	12


Similarly, the number of messages sent over each transport link, provided that each eNB needs to send the same point – to – multi-point X2-C AP message to all its neighbours, is summarized in Table 2. The transport network load gains could be achieved on 2 levels of access network.

Table 2 Number of messages (UL+DL) per transport link per distribution method

	Aggregation level
	Transport link
	Multicasting
	Point – to – point transport

	Level 1
	L21
	3
	4

	
	L22
	3
	4

	Level 2
	L31
	3
	4

	
	L32
	3
	4

	
	L33
	3
	4

	Level 3
	L41
	3
	4

	
	L42
	3
	4

	
	L43
	3
	4

	Total
	
	24
	32


Considering the two examples above it could be stated that in general considerable transport network efficiency gains could be achieved on transport network links that have potential to be the limiting resources in the network.
3.2 Protected backbone network and eNB (site)
The same assumptions as in chapter ‎3.1 apply but, see Figure 2, IPSec tunnels have to be established between SEG11-SEG31, SEG11-SEG32 and SEG11-SEG33. Additionally IPSec tunnels may be established between SEG31-SEG32, SEG31-SEG33 and SEG32-SEG33.
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Figure 2 Protected backbone network
 and eNB site
The number of messages sent over each transport link, provided that MME needs to send the same point – to – multi-point S1-C AP message to all eNB-s, is summarized in Table 3. Provided that all transport network aggregation nodes support IP multicasting, the transport network load gains could be achieved only in the backbone (typically not bandwidth limited) while the number of sent messages over each transport link in the access part of the network does not depend on the transport method
Table 3 Number of messages per transport link per distribution method

	Aggregation level
	Transport link
	Multicasting
	Point – to – point transport

	N/A
	L11
	1
	3

	Level 1
	L21
	2
	2

	
	L22
	1
	1

	Level 2
	L31
	1
	1

	
	L32
	1
	1

	
	L33
	1
	1

	Level 3
	L41
	1
	1

	
	L42
	1
	1

	
	L43
	1
	1

	Total
	
	10
	12


Similarly, the number of messages sent over each transport link, provided that each eNB needs to send the same point – to – multi-point X2-C AP message to all its neighbours, is summarized in Table 4. It is assumed that most efficient method for respective transport method is used, i.e. in case of multicasting TNN_11 is used as multicasting point and in case of the point – to – point transport the shortest IPSec tunnels are used. Some transport network load gains could be achieved on all levels but only on a part of access network.

Table 4 Number of messages (UL+DL) per transport link per distribution method

	Aggregation level
	Transport link
	Multicasting
	Point – to – point transport

	Level 1
	L21
	6
	4

	
	L22
	3
	4

	Level 2
	L31
	4
	4

	
	L32
	3
	4

	
	L33
	3
	4

	Level 3
	L41
	4
	4

	
	L42
	3
	4

	
	L43
	3
	4

	Total
	
	29
	32


3.3 Unprotected transport network
The same assumptions as in chapter ‎3.1 apply but, see Figure 3, IPSec tunnels have to be established between SEG11-SEG31, SEG11-SEG32 and SEG11-SEG33, but also between SEG31-SEG32, SEG31-SEG33 and SEG32-SEG33.
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Figure 3 Unprotected transport network

In such a network scenario the number of messages transported over any of the transport links does not depend on the transport method as each eNB and MME has to act as multicasting point for messages that it intends to transmit.
4 Conclusion and proposal

It should be noted that the transport efficiency in case of multicasting is directly dependent on the number of eNB-s served by the common transport network aggregation node(s). Therefore it could be argued that more favorable transport network topologies could be constructed compared to those used in the present contribution. However the provided examples clearly show that the gains can only be achieved in case the respective multicasting points are in the same protected network domain as the MME-s or/and eNB-s. Considering that 
a) most typical networks look closer to those described in chapters ‎3.2 and ‎3.3; and 

b) procedure dependent S1-C/X2-C protocol stacks in SAE\LTE nodes increase the complexity of respective node design, node configuration and network configuration,
it is proposed
1. not to use IP multicasting for S1-C/X2-C point – to – multi-point procedures; and

2. use SCTP as the transport layer protocol on S1-C and X2-C interface for all S1-C/X2-C procedures.
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