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1 Purpose
The purpose of this paper is to compare the architectures candidate for HSPA Evolution according to the evaluation table agreed by all parties at RAN3#53bis in [1].

2 Introduction
At RAN3#53bis, four candidate architectures have been presented for HSPA Evolution which focus on Iu interface and include macro-diversity.

The four candidate architectures can be summarized as follows:

· Proposal 1: no change,

· Proposal 2: full RNC is collapsed with the eNodeB, 

· Proposal 3: the CNC part only is collapsed with the eNodeB,
· Proposal 4: the RNC User Plane part only is collapsed with the eNodeB, 
3 Evaluation
The evaluation is made with regards to the table agreed at last meeting. The metrics have been filled out with regards to performance, end user perspective and operator perspective (inter-working, bandwidth occupancy) in order to highlight the technical differences.

	Target
	Alt1:

Current architecture
	Alt 2:

RNC in NodeB
	Alt 3:

CRNC in NodeB
	Alt 4:

Iu UP in NodeB

	Security


	high: security is terminated in a central RAN node
	Low: security terminated in the edge RAN node
	High: security is terminated in a central RAN node.
	Low: security terminated in the edge RAN node

	Reduce U Plane Latency
	Low: no reduction compared to today
	High: RLC in nodeB
	High: outer ARQ in nodeB (similar to RLC)
	High: one RLC in nodeB

	Reduce C Plane Latency
	Low: no reduction compared to today
	Medium: RLC in nodeB
	High: C-plane messages benefits from scheduleling optimizations (HARQ repetitions, etc..) and outer ARQ in nodeB (similar to RLC)
	Low: no reduction for C-plane compared to today

	Specification Impact
	Low: possible evolution due hspa radio feature
	Medium: impact on Uu and possible impact on Gn interface
	Medium: possible impact on Iur interface if outer ARQ used
	High: separation of control and user plane leads to some issues (e.g. RL reconfiguration) plus new signaling between nodeB-RNC for RRM support plus synchronization issues to be studied.

	Impact upon CN Node(s)
	Low: no impact foreseen.
	high:.Increase of signalling due to frequent mobility. Impact due to compression if contexts are to be relocated. possible scalability issues with sgsn (iuflex) or ggsn (one tunnel)
	Low: no impact foreseen
	Medium: only the UP impacts listed for alternative 2 (scalability)

	Impact upon RAN
	Low: no change compared to today
	High HW&SW impact: all RNC functions moved to nodeB. Costs to be considered for security, compression, MDC in nodeB.
	Medium HW&SW impact: part of RNC functions only to be moved to nodeB.
	Medium HW&SW impact: part of RNC functions to be moved to nodeB. Costs to be considered for security, compression, MDC and complexification of mobility procedures. Duplication of RLC also.

	Interworking with Legacy UEs

(includes CS Domain handling)
	medium: inter-working ensured but no improvement for legacy UEs
	Low: Some issues of coding plus multiservice (cs+ps) support. In addition, issue of compression relocation can degrade.
	high: as shown in tdoc R3-061515 [2] inter-working ensured plus legacy UEs could benefit from some improvements as well
	medium: inter-working ensured plus legacy UEs could benefit from the improvements of RLC in nodeB. However to be studied the issue of compression relocation.

	Efficiency of MDC Support
	high
	Medium: depends on topology
	high
	Medium: depends on topology

	Transport Scalability / Backhaul costs
	High cost: as per today
	Low cost: direct nodeB-CN connection
	Medium cost: gain of “direct bearer” between SRNC and NodeB compared to today
	Low cost: direct nodeB-CN connection

	Last Mile Bandwidth Usage (due to eHSPA Arch)
	low: as per today
	high: bandwidth increase on the last mile compared to today
	low: as per today
	high: bandwidth increase on last mile compared to today

	Interruption time / User experience.

	Low: as per today
	Medium: influence of frequent HO to study plus need of relocate in multiservice can degrade handover
	Low: as per today
	Medium: influence of HO to study due to RLC in both RLC and nodeB

	Radio Efficiency


	Low: RLC stays in RNC
	Low: TBC need of standalone carrier to be deployed in addition to shared carrier
	High: common channels benefits from HARQ repetitions. Plus power optimization.
	FFS

	User Throughput Increase
	Medium: the current architecture could limit the increase of throughput achievable by the radio (e.g. RLC to follow very high bit rates)
	high
	high
	high

	RRM support


	High: central RAN node was already seen as good for inter-cell RRM support
	Low: no central RAN node
	High: there is a central RAN node
	Medium/low: central RAN node but no real time vision of nodeB UP traffic unless new signaling from node to RNC informs about it.

	Number of CP & UP Nodes


	High: RAN: 3 CP nodes & 3 UP nodes
	Low: RAN: 1 CP node plus 1 UP node
	Medium: RAN: 2 CP nodes plus 2 UP nodes
	Medium: RAN: 2 CP nodes plus 1 UP node


4 Conclusion
This paper has presented the evaluation of the four candidates with regards to the metrics agreed at the last RAN3#53bis meeting.

It can be concluded that all the alternatives have some advantages. However is felt that alternative 4 doesn’t present any advantage that other alternatives already has but would entail a new complexity and signalling.

It is proposed:

· to rule out only alternative 4 at this stage and continue with the evaluation of the three others,

· to capture this evaluation table completed in the TR.

[1]  R3-061603 “HSPA Architecture Evolution –Evaluation table” 3GPP RAN3#53bis
[2]  R3-061515 “Support of legacy UEs and legacy networks in architecture 9.1.1.1
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