
3GPP TSG-RAN WG3 Meeting #53bis
R3-061572
Seoul, Korea, October, 2006

Source: 
Vodafone, T-Mobile, Orange,KPN
Title: 
Multi-vendor RAN

Agenda Item:
7.16
Document for:
Discussion
1. Introduction

In the last RAN plenary the work item for 3G Long Term Evolution (RP-060635) was agreed. One objective of this work item is to ensure multi-vendor interoperability in E-UTRAN. This document aims to progress some of the open issues regarding multi-vendor interoperability on the S1 and X2 interfaces. The RAN3 issues related to the Network management architectural principles are discussed in a separate Vodafone contribution. 
2.
Transport Network

In today’s networks, the cost of the backhaul is a significant issue and can be one of the limiting factors on the throughputs provided to the end user. To allow a cost-efficient inter-connection of eNodeBs and UPE/MME from different vendors it is desirable to have commonality in the transport technologies. It would therefore be beneficial for the same technology to be supported by eNode Bs of different vendors to prevent the operator from having to deploy lots of different types of inter-working equipment. However, the flexibility to use the cheapest, most effective technologies for the given deployment scenario is also important for operators.
When not using E1 circuits as the backhaul technology, no synchronisation or frequency accuracy can be guaranteed from the data link layer (e.g. Ethernet) and therefore this would need to be handled by other methods.
2.1
Synchronisation

In current 3GPP specifications, it is not specified as to how the Node B synchronisation be provided. The synchronisation can be generated via GPS, IEEE 1588, etc, the details of which being proprietary.

It is important for operators to use the most efficient method to suit the deployment scenario. In the case that the network uses a master/slave mechanism it is beneficially that all slaves (eNodeBs) support the same synchronisation mechanism as the master, in order to reduce interconnection issues (and the number of masters needed in the network). One such synchronisation mechanism could be a version of the Precision Time Protocol described by IEEE 1588. In order to understand if this mechanism can provide sufficient (accuracy and minimal interoperability issues etc) for it to be used in LTE networks, we would like to suggest drafting of an LS to IEEE Group to ask them for more details on their mechanism. Depending on their answer and investigation into performance in likely deployment scenarios, 3GPP may agree on the mechanism as the primary master/slave technique to be used for synchronisation in LTE network.

RAN3 should also consider what other network nodes will require knowledge of the access synchronisation.
2.2
Security

When discussing the transport network it is worth remembering that the link between the eNodeB and the network needs to be secure. This secure tunnel will be a standard part of the backhaul between eNodeB and the secure operator network, and therefore should be taken into consideration when designing the transport network. The secure backhaul should terminate securely in the eNodeBs and no connectivity should be available from outside this secure connection.
In some deployment scenarios where a direct transport connection between eNodeBs is more efficient than connecting via the operators secure IP backbone, it is necessary for the transport security to be specified, such that a restriction to multi-vendor interworking is avoided. This would mean having to profile the transport security to be used, which SA3 have done in the past for such services as IMS, WLAN Interworking and GAN.
It is assumed that the interaction between the accuracy of network synchronisation protocols and the secure backhaul are to be investigated.
3.
Installation (initial connectivity to peer E-UTRAN node)
3.1
S1 interface

On the Iu interface, multi-vendor interoperability is realised today, however typically the MSC-RNC ratio in a network is not the same as the likely MME/UPE – eNode B ratio. In particular with eNode Bs, there is a desire to make installation and configuration as simple as possible. Especially access point solutions need to be considered where, depending on the business model, the pain of installation and configuration may be passed to the end-customer. 
When installing a new eNodeB, the node would need to be capable of establishing the S1 connection to preferred MME. It is likely that there will be some node settings and capability exchange needed between the eNodeB and MME to allow a smooth interoperability especially when introducing new features. How the MME would learn of these parameter settings and capabilities is FFS. One solution could be to standardise a set of parameters to be delivered to MME from eNode B during the establishment of the underlying S1 connection. 
It should also be possible for a node (MME/UPE or eNode B) to know when there is a problem (i.e. something breaks either partially, or fully) at its peer node (eNode B or MME/UPE). Hence at least the equivalent of the reset and reset resources procedures should be standardised. It should also be possible for the node to report errors in messages and therefore it is suggested to standardise an error indication procedure on S1 interface.
Finally the nodes should have the possibilities to signal over the S1 that there is an overload situation and therefore similar procedure to the RANAP “Overload Control Error Indication” is needed. 
3.2
X2 interfaces
In case of X2 interface the problems with multi vendor cases can become even larger because the number of vendor connectivity combinations for a given eNode B could be significantly larger. Therefore, the number of interoperability problems, could be more significant, as could potential radio resource management problems or limitations. In other to prevent or reduce such problems, some of the procedures described in 3.1 could be needed here as well. 
3.3
Handover

In UTRAN, unstable handovers (i.e. ping-pong) are not considered a widespread problem, because it could only really occur at SRNS Relocation with combined hard handover on the border of 2 RNC vendors’ coverage areas. To prevent such problems, operators typically attempt to place vendor coverage borders in low populated areas. The second source of ping-pong behaviour was the Inter RAT handover. 
Within LTE, the problem with unstable handovers is likely to be even larger than in case of 3G, because of smaller vendor coverage areas and potentially many more products from different manufactures in the NW. In addition the probability of an unstable handover process may also be increased by the process of location and interference coordination, depending on the solution chosen to deal problem.
3.4
Testing

Taking into account possible problems regarding interworking of LTE equipment of different manufactures and the fact that such interworking will be more often compared to 2G/3G networks, especially in case of LTE plug and play products, we would like to ask RAN3 to consider the option of specifying the IOT tests on S1 and X2 within 3GPP.
4.
Conclusion 
It was recognised that LTE system can increase the number of interoperability problems therefore it is suggested to agree on following:
· S1 and potentially on X2 interfaces will have a mechanism to deliver a certain amount of parameter settings and feature support information to the peer Node during the establishment of the interface between two network nodes. The mechanism and the exact amount of such parameter settings is FFS.
· Equivalent procedures to the Reset, Reset Resources and Overload Control Error Indication, Error Indication procedures should be standardised over S1 and potentially over X2 interfaces.
· To allow RAN3 to minimize the options with regards Backhaul synchronisation, RAN3 should send an LS to IEEE Group to request more details about IEEE1588 mechanism.

· It is proposed to include the following requirements to TR R3.018:
· Procedures equivalent to the Reset, Reset Resources, Overload Control Error Indication and Error Indication should be specified.
· Functions for initiation and re-parenting of connectivity on the S1 and X2 interface should be specified.
· Master/Slave Synchronisation options should be specified to allow commonality in a multi-vendor environment.
· The security profile for the transport connection on the S1 and X2 interface should be specified.
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