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1.
Introduction
This document discusses aspects of SFN resource allocation for E-MBMS, in particular whether a centralized or a distributed scheme for SFN resource coordination should be used. 

In an SFN multiple transmitters over an area simultaneously transmit identical signals (simulcast) on the same physical resource (time, resource block) [1]. From the receiver (for example, the terminal) point of view the received signal is indistinguishable from a single (cell) transmission. All transmitted signals contribute constructively in the receiver provided that their reception times fall within the cyclic prefix (over-the-air combining). This extends the multi-path delay-spread “robustness” aspect of the cyclic prefix to include differences in propagation delays from multiple transmitters. The main benefits of SFNs include increased resource usage efficiency and (inherent) geographic transmission diversity.

SFNs are primarily defined in terms of coverage areas (SFN areas), that is, the set of cells that are participating in the simulcast transmissions. The cells and content in each SFN need to be tightly synchronized and coordinated [2]. Hence, the planning and configuration of SFNs and the associated resource allocations are a critical aspect of resource-efficient SFN operation. Multiple MBMS services can be multiplexed on the same SFN assuming the same coverage area for all the services, that is, the content of the SFN needs to be the same over the whole SFN area.

The discussion below is limited to the mixed carrier case where the same E-UTRA carrier is used for both unicast and multicast (E-MBMS) traffic (assuming that dedicated carrier is a simplified version covered by the mixed case). In this case SFN configurations may be fairly dynamic with respect to, for example, changes in the set of users that receive different MBMS services (which is detected using, for example, counting mechanisms). 
2. 
Discussion
Unicast and multicast traffic multiplexing

Multiplexing of unicast and multicast traffic in the mixed carrier case may use both TDM and FDM schemes. However, FDM may (at least in the DL) lead to inefficient operation for both unicast and multicast users. As an example consider users receiving only MBMS: to enable low power consumption it is desirable to have MBMS transmissions at high instantaneous data rates to minimize the transmission duty cycle so that UEs can go back to “sleep” as fast as possible [2], but with an FDM scheme some resources are used for unicast traffic which prolongs the MBMS transmission times. An FDM scheme may further suffer in performance from the long CP that will be applied also to the unicast (frequency) resources.

In the remainder we will assume an example TDM scheme for multicast and unicast multiplexing, see the figure below. MBMS transmissions are scheduled at certain times within a longer E-MBMS scheduling time period tM, for example, one second (see also [3] where a similar structure is discussed). The E-MBMS scheduling time frame should be long enough to allow individual eNode B schedulers to adapt to updated E-MBMS transmission schedules. Individual MBMS services/streams and/or MBMS SFNs are also assumed to be further time-multiplexed.
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Centralized and distributed schemes for SFN resource coordination
The tight coordination and synchronization of all cells necessary for simulcast transmissions, in particular the coordination of resource allocations, can be done using a centralized scheme or a distributed scheme:

· The centralized scheme here assumes that all SFN resource coordination control is done by a central node, preferably located close to (possibly included in) the E-MBMS GW.
· In the distributed scheme a particular eNode B takes the role of master for a given SFN and will control the resources used for that SFN. It is an open question whether the master role is preconfigured in a particular eNode B (with additional software) or if all the eNode Bs have master capabilities and functionality to choose the current master eNode B dynamically.
Given 1) the TDM structure of MBMS transmissions discussed above, 2) the possibility for dynamic SFN (re‑)configurations, and 3) the dynamic multiplexing of multiple MBMS services on the same SFN, it will be necessary to fairly frequently update and coordinate the MBMS schedules to achieve correct and efficient multi-cell SFN transmissions. In the centralized scheme this is done by the central node whereas in the distributed scheme the individual master nodes need to arrive at the decision jointly. Note that regardless of where the decision is being made it is critical to use exactly the same physical resource for a given SFN transmission. Hence, there must be binding mechanisms to ensure that individual resource owners (eNode Bs) comply with a resource allocation decision.

For the distributed scheme a number of issues arise when considering how the resource allocations (MBMS schedules) are created. There may be conflicting resource demands coming from different master eNode Bs since an eNode B can belong to more than one SFN (in case the SFN areas overlap). Which node is in that case owner of the resources? Is it the eNode B that is requested to provide service, or is it the master who orders the other eNode Bs in the SFN to enable resources? And in the latter case, which of the of the masters? How are the two resource allocation decisions coordinated?
The local SFN view in the distributed scheme may also arise in a cascade (or even a loop) of resource allocation control signalling that may end up not converging to a joint schedule. Consider the example figure below where multiple MBMS services are multiplexed on each SFN. Suppose that a number of resource blocks are currently used in SFN1 and that another service will be added to SFN1. Suppose further that this service is favourably accommodated in a particular resource block x in SFN1 for most of the eNode Bs except for some of the eNode Bs that also belong to SFN2 where x is already used. If these eNode Bs inform the SFN2 master it may be possible for SFN2 to use some other resource block y for its majority of eNode Bs, but now there may be a resource allocation conflict with SFN3. The process may continue and may not converge. 
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The central scheme with its central control node does not suffer from the same decision coordination problems and may be better at finding good MBMS transmission schedules for efficient SFN operation. The central node keeps track of resources by receiving feedback from every cell, computes MBMS transmission schedules as well as SFN configurations, and informs the eNode B schedulers.
3.
Conclusion

This document has discussed aspects of SFN resource allocation for E-MBMS, in particular whether a centralized or a distributed scheme for SFN resource coordination should be used.

We propose that a centralized scheme is used where a central node, preferably located close to (possibly included in) the E-MBMS GW, is responsible for coordinating the SFN resource allocations. 
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