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1 Introduction

Reduction of cost and complexity are key drivers for RAN Long Term Evolution. It is therefore of vital interest of operators to minimise operational effort & cost by introducing self configuring and self-optimising mechanisms. Self optimising function increases network performance and quality reacting on dynamic processes in network.

Especially in the early deployment phase of a new system the efforts to setup and optimise are significant and traditionally lead to lengthy periods in getting an optimum and stable system setup. It is thus essential to have self-configuration and self-optimisation mechanisms already available when initial deployments start.
Standardisation is asked to define the necessary measurements, procedures and open interfaces to support self configuration and self optimisation function in a complex multi vendor system.
The impact of these mechanisms on architecture means location of functionality and needed interfaces is discussed in the following.
2 Discussion
The impact of self configuration and self optimising is rated differently on architecture and interfaces. Self configuration solutions are mainly based on O&M related interfaces and might be mainly supplier specific. Nevertheless benefit of standardised procedures shall be analysed like the following examples:
· procedure for setting initial transport parameterisation
· distribution of IP address in a DHCP similar procedure with centralised server
· association of eNodeB to aGW and O&M based on procedures similar self organising procedures of IP routers in IP world

In the following the impact of self optimisation function on architecture & interfaces is analysed. As described in [7] self optimisation is understood as loop of the three subtasks measurement/data acquisition, data processing and configuration of parameters derived in data processing.

The typical data input for self-optimising functionality is based on 
· Planning data like:
· Operator specific definition of basic characteristics of network nodes (here for instance NodeBs) like location, eNodeB type, antenna type, number of cells, cell characteristics (macro, micro) etc.. These characteristics cannot typically defined in an automatic manner by machines because human decisions are needed or operator policies forbid this.
· Outcome of planning tools based on physical and empirical models: neighbourhood list, HF parameters (power, sub-channels, etc.) which can be derived in a fully automated way. (The planning tool is assumed to be more centralised so typically an interface between planning tool and self optimisation function must be realised. The more distributed the SOF functionality is the more complex is the realisation of such an interface.)
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· UE measurements: Received signal strength, interference measurements of serving and neighbour cells, on a periodic and event triggered basis, possibly linked with location information.
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· Measurements derived from eNodeBs:

· eNodeB own measurements
· eNodeB neighbour measurements (configured and received via X2 interface)
· UE measurements configured by neighbour eNodeBs (configured and received via X2 interface)
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This requires the existence of measurements of UEs and eNodeBs as well as configuration of these measurements. Further the configuration of parameters to be optimised is a subtask of self-optimising functionality. Of course the integrity of data in the SOF and O&M nodes must be ensured so parameter configurations triggered by SOF must be reflected in O&M node and vice versa.
Dependent on variation speed of input triggers the self optimisation instance must be designed more or less as a real-time instance. To optimise very dynamic processes like sub-channel interference or power a fast interface is needed, in case of more off-line optimisation the interface could be more slow.

Further focus shall be on efficiency of interfaces concerning amount of signalling measurements and configuration data.

The self-organisation functionality can be located as whole functionality block or even split in sub-functionality located in different nodes. This impacts the definition and need of interfaces and architecture.
In the following the main architecture versions are presented and discussed concerning self optimisation functionality (SOF) respective data acquisition function, data processing function and configuration management as presented in [3]. The data processing can be seen as process with input parameters, appropriate algorithm to process these input resulting in optimised parameters. These algorithms may have more empirical character or are based on intelligent procedures.
Centralised SON functionality
Version A:
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The SOF is located in supplier specific nodes – eventually integrated in Operation & Maintenance (O&M) nodes itself (means Element Manager System EMS). The interface between SOF and NodeB transporting SOF specific measurements and configuration data is proprietary and supplier specific. The exchange of SOF specific data is executed via SOF node or in case neighboured cells are not dedicated to same SOF node via standardised interface N (based on available standard definition of interface N with SOF extensions).
The fact that this version is based on an established O&M (similar) architecture is seen as an advantage and may simplify introduction of self optimising function in network. The relative slow and resource eating collecting of eventually huge data amounts is on the other side critical concerning speed of optimisation and costs. The detailed solution of self-optimisation is supplier depended and may include also functionality split in O&M nodes and eNodeBs to minimise these problems. Nevertheless in a complex multi vendor scenario with very inhomogeneous vendor structure of radio network this concept version may be strongly limited due to the extremely growing SOF specific traffic on N-interface.

Version B:
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In this version the interface between eNodeB and SOF specific node is standardised (named X3) so that vendor independent centralised SOF nodes can include SOF data acquisition, processing and configuration. In the case eNodeBs are dedicated to different SOF centres also a SOF specific interface X3’ between SOF nodes is needed. The restrictions of version A concerning support of inhomogeneous multi vendor scenarios can be solved. SOF node can be designed in a way that optimisation can be done in real-time so that coordination of sub-channels and power is possible without fixed planning to achieve optimal capacity and performance.
Distributed SON functionality

To minimise the data traffic on interfaces between different hierarchic levels (eNodeB, EMS, OSS) the SOF functionality can be split and be located in deeper layer – e.g. in eNodeB itself. The data acquisition and partly the data processing and configuration can be done in eNodeB.
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In this version the ‘X2’ interface is standardised in a SOF specific way so that SOF functionality can access data from cell neighbours – even if it is not dedicated to same O&M. Parameter configuration must be also executed via X2 interface. So X2 interface needs standardised O&M configuration extensions.

Due to close connection of neighboured cell’s SOF functionality via X2 interface a fast optimisation would be possible. Standardised X2 interface supporting SOF related measurements and configuration management supports multi supplier scenarios.
Simplified distributed SON functionality
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Simplified architecture realises SO functionality only in eNodeB based on standardised air interface UE measurements and their configuration so easy support of multi supplier scenarios and low standardisation effort are given.
Problem might be the complexity and reliability of optimisation algorithm which can only base on limited information.
For standardisation following concrete requirements are seen:

· UE based measurements including configuration by the eNB and reporting shall be supported.

· Inter eNB measurements and reporting, including configuration by other neighbour eNBs, shall be supported across the X2 interface

· If an external instance exists for self-optimisation standardised means and procedures shall exist which allow conveying the measurement results from the eNB to that instance.
· If an external instance exists for self-configuration and self-optimisation standardised means and procedures shall exist which allow conveying the current configuration of eNBs to that instance 

· The configuration of measurements for self-optimisation purpose is either triggered by a serving eNB or another instance (e.g. neighbour eNB or self-optimisation/configuration instance). In the latter case the measurement configuration of the UE is requested by that entity from the serving eNB or self-optimisation/configuration instance.
· UE shall support measurements and procedures to allow self-configuration and self-optimisation of the E-UTRAN system,

· UE shall support measurement and measurement reporting to support self-optimisation of the E-UTRAN system. This may include measurement which are only necessary for self-optimisation purposes.

· The network is able to configure the measurements and the reporting for self-optimising support by RRC signalling messages. 

· Measurements used for the normal system operation (e.g. between UE and eNB), should be used as input for the self-optimisation process. Support for self-optimisation is not restricted to those measurements.

· UE shall support event triggered and periodic measurement reporting.

· To analyse: The UE shall also support measurement reporting for self-optimisation in idle mode, if configured appropriately.

· To analyse: It shall be possible to associate measurements for self-optimisation purpose with location information.

The requirements and their concrete impact in standardisation must be analysed further. The possible increased complexity of self-optimisation specific add-ons in standardisation must be analysed and be rated carefully against expected benefits.

3 Summary/Conclusion

Measurement in UEs and eNodeBs via Uu and X2 - mainly anyway needed for RRM but possibly also specific ones for self optimisation - and their configuration shall be standardised. A proposal for stage 2 description is given in [5,6]. To allow fast optimisation between eNodeBs the SO specific extension of X2 is needed and the definition of new X3 interface to support self optimisation servers shall be discussed.
To support multi vendor scenarios the existence of an open O&M functionality on X2 (and based on further analysis on X3) interface for parameter configuration purpose and standardised self-optimisation specific N-interface extensions are seen as beneficial. The involvement of SA working groups is recommended.

The need for standardised procedures for self-configuration to aim plug&play behaviour shall be analysed.
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