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1 Introduction

When considering self-configuration in E-UTRAN several issues have to be addressed. When an eNodeB boots up it has to register with the network, determine several key radio parameters with which to transmit signals, the radio parameters used by the neighbouring eNodeBs, antenna orientation and beam width and pilot transmit power level etc. In addition the eNodeB must also be able to perform network configuration like discovering the routing path for upstream packets, forming security associations, identifying available aGWs, etc. In this paper we outline how the self-configuration and self-optimization concept may affect the RAN3 specification.

2 Overview

Three high-level phases may be considered during the eNodeB lifetime:

· Pre-configuration phase:

The eNodeB gets all the data that are needed for its installation in the network. This includes:

· The software and static configuration data that are downloaded at the factory (e.g. O&M centre address and associated security configuration);

· The software and static or default configuration data that are downloaded from the O&M centre (e.g. default antenna orientation, static frequency range).

· Self-configuration phase:

Based on the configuration data received in the pre-configuration phase and additional configuration (e.g. static location information from integrated GPS receiver), the eNodeB performs: 

· The aGWs pool(s) discovery:

Acquisition of the identities and addresses of the aGWs belonging to the pool controlling the pool area(s) the eNodeB belongs to

Establishment of point-to-point connections (possibly secured) towards the identified aGWs

Configuration data exchange between the eNodeB and the connected aGWs (e.g. supported tracking areas, MBMS areas)

· The E-UTRAN neighbourhood discovery:

Acquisition of the identities and addresses of the neighbour eNodeBs that need to be connected through the X2 interface (e.g. for handover purpose)

Establishment of point-to-point connections (possibly secured) towards the identified eNodeBs

Configuration data exchange between the eNodeB and its neighbour eNodeBs (e.g. for synchronization purpose, neighbour cell list setting, antenna orientation adaptation, calculation of the set of radio resources to be used in each controlled cell, inter-eNodeB cell measurement configuration)

Note that acquiring data through the UE can enhance the performance of the self-configuration algorithm. As proposed in [3], radio resources may be reserved and used in a cell that is not fully operational to get information (e.g. neighbouring cells measurements, identification) from UE in idle mode. 

The Self-configuration phase might be entered each time the eNodeB is restarted.

· Self-reconfiguration/optimization phase:

After the self-configuration phase, the eNodeB enters the operational state: 

With regard to self-reconfiguration, it needs to take into account any change on the configuration acquired during the self-configuration phase (e.g. addition or removal of aGW, neighbour eNodeB, neighbour cell; radio resource redefinition or operational state change in a neighbour cell)

With regard to self-optimization, it needs to supervise the S1 and X2 connections, exchange inter-eNodeB cell measurements to enhance the RRM algorithms.

The following section details the mechanisms that could impact the S1 and X2 interfaces in the self-configuration and self-reconfiguration/optimization phases.

3 Discussion 

3.1 Self-Configuration

As defined in [1], the self-configuration is the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation.

Basically, the E-UTRAN consists of eNodeBs. An eNodeB belongs to at least one pool area, is connected to all the aGWs that serve the pool area(s) through the S1 interface, is connected to its “neighbour” eNodeBs through the X2 interface, and controls one or several cells. A cell handles specific radio resources, broadcasts one or several PLMN identities, belongs to one or several Tracking Areas, may belong to one or several MBMS areas, and broadcasts information allowing an UE in idle state/mode to monitor the neighbour E-UTRA or inter-RAT cells.
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Fig. 1- Basic E-UTRAN configuration

The pre-configuration phase in E-UTRAN should be similar to the first step of the installation of a new Node B in UTRAN, described in TR 32.800: “The Node B hardware will be installed at the Node B site, as well as software to be installed locally and setting of parameters”. Amongst these parameters, the eNodeB should get the address of the O&M centre that may download additional software and set additional configuration parameters in the eNodeB.

The current working assumption is that no open O&M protocol is provided on an interface towards the eNodeB. The connection of the new eNodeB to its O&M centre, including any authentication procedure, is then unspecified and the information exchanged between these two entities is out of RAN3 scope.

The pre-configuration phase establishment may consist of:

· The aGWs pool(s) discovery:

There are many possibilities to perform the pre-configuration, more or less flexible and requiring more or less standardized signalling. The mechanisms described hereafter may be combined: 

· Static pre-configuration:

The addresses of all the S1 peer entities that have to communicate with the eNodeB may be pre-configured by the O&M centre in the first step of the eNodeB installation. If an S1 peer is then installed in or removed from the network, the O&M centre must reconfigure the eNodeB. Any necessary security configuration between the eNodeB and its S1 peers must also be O&M configured.

· Dynamic pre-configuration:

As an alternative, the eNodeB may join one or several multicast groups (e.g. one group allocated to all the eNodeBs and all the aGWs of a given PLMN in a pool area). Each multicast group is identified by a Multicast IP address, allocated to a PLMN operator and pre-configured at the eNodeB by O&M (or discovered by another method, i.e. by means of Multicast Address Dynamic Client Allocation Protocol). The requirement for the support of the Internet Group Management Protocol (IGMPv3) for IPv4 or Multicast Listener Discovery (MLDv2) for IPv6 could be considered in the E-UTRAN. How to authenticate a new member of a multicast group and set any security configuration between this new member and the other members is for further study. After having discovered the aGWs, the eNodeB can get their IP addresses and establish a point-to-point connection towards each of them in the control plane.

· Advanced pre-configuration:

More sophisticated alternative might be considered. The new eNodeB may be pre-configured with the address of a database in each PLMN it serves. After having performed the necessary authentication procedure, the eNodeB could report some location information to the PLMN database and get any relevant NAS configuration, e.g. the applicable Multicast IP addresses and any security configuration. The Multicast IP addresses will then be used to join the multicast groups of the pool areas, possibly reporting some location information (e.g. supported Tracking Area Codes or MBMS areas) to the S1 peer entities, and possibly receiving additional PLMN configuration parameters (e.g. PLMN Id and other NAS information
 to be broadcasted at the radio interface). Such proposals have an impact on the SAE/LTE architecture as they identify new centralized functional entities handling the databases an eNodeB needs to access.

· The E-UTRAN neighbourhood discovery:

As for the aGWs pool(s) discovery, several pre-configuration mechanisms, possibly combined, may be considered:

· Static pre-configuration:

It is currently assumed that “there always exist an X2 interface between the eNBs that need to communicate with each other, e.g. for support of handover of UEs in LTE_ACTIVE”.

The addresses of all the X2 peer entities that have to communicate with a new eNodeB may be pre-configured by the O&M centre in the first step of the eNodeB installation. If a new X2 peer is then installed in or removed from the network, the O&M centre must reconfigure the eNodeB. Any necessary security configuration between two X2 peers must also be O&M configured.

· Dynamic pre-configuration:

More flexible solutions should be studied. For example, a new eNodeB may join a eNodeBs multicast group, and communicate the characteristics of its cells to all the eNodeBs belonging to the group, with additional location information and point-to-point addresses to be used at the X2 interface, e.g. for handover purpose. Each eNodeB can then apply a proprietary algorithm to establish or update the list of neighbour cells to be broadcasted or sent to the UE as part of the measurement control. 

The efficiency of such procedures in E-UTRAN should be studied. In particular, how to setup and maintain the list of inter-RAT neighbour cells, how to setup and maintain the list of inter-PLMN neighbour cells without X2 connections. The area covered by a multicast group might not be limited to the pool area if self-configuration procedures are also applicable to MBMS or SFN areas or are used for setting the list of neighbour cells belonging to other pool areas.

3.2 Self-Reconfiguration/Optimization

As defined in [1], the self-optimization is the process where nodes, which are already set into operation, start to optimize the network and the system behaviour.

· The aGWs pool(s) reconfiguration and supervision

The support of IP Multicast has already been identified as a possible solution for paging. It could also be used by the aGW entities connected to the eNodeB through the S1 interface to report information on load, partial reset completion or recovery after global reset in the whole pool area and help the MME/UPE selection algorithm implemented in the eNodeB to select the most appropriate entity that will handle the MM context of an UE that does not report a temporary identity controlled by the pool area(s) the eNodeB belongs to.  

· The E-UTRAN neighbourhood reconfiguration and inter-cell status and measurement reporting

As for Inter-Cell Interference Coordination or MBMS RRM, self-optimization requires some information exchange between the eNodeBs. IP Multicast may be used by each eNodeB to report cell status information (load, availability, barred status, number of handover failure…) to its neighbours. The information reported by all the neighbour eNodeB would then be used by proprietary self-optimization algorithm.

The configuration of the multicast groups needs further studies. E.g. paging messages need to be addressed by a single MME to all the eNodeBs in a tracking area; aGW status reports need to be addressed by a single aGW to all the eNodeBs in the pool area, but might also be addressed to the other aGWs in the pool, or to “neighbour” aGWs belonging to other pools. Inter-cell information and neighbour cell list update only need to be exchanged between eNodeBs in the cell neighbourhood whereas MBMS RRM information needs to be exchanged between SFN eNodeBs in an MBMS area…  
4 Conclusion

RAN3 should consider the standardization of specific protocols in the control plane at the X2 and S1 interfaces, which could provide each eNodeB with the information needed to run self-configuration self-reconfiguration, as well as proprietary self-optimization algorithms. The possible use of IP Multicast and IGMPv3 or MLDv2 mechanisms should be studied.

It is proposed to capture the text in section 3 in TR R3.018.
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� 	The RANAP CN Information Broadcast procedure was introduced in the early versions of R99 TS 25.413 to provide the RNC with “broadcast information that belongs to the non-access stratum (e.g. LAC, RA code etc)”. Note that this procedure has been deleted because “in communication with R2 and N1 it has become evident that CN Information Broadcast procedure is not needed in RANAP” (see � REF _Ref146601080 \n \h ��[2]�).





PAGE  
1

