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1
Introduction

In the LS statement from RAN1 in R3-060866 received by RAN3 in May, RAN1 stated that to get an increased performance for MBMS in LTE synchronization of several microseconds is essential. They say:
RAN1 has evaluated the performance of E-MBMS for UTRAN LTE. In order to achieve any significant performance improvement over existing UTRAN MBMS, RAN1 considers that so called “Single Frequency Network” or SFN operation is essential.

With SFN transmission, the same MBMS content is transmitted as the same signal from all basestations supporting MBMS at the same time, which allows for highly efficient combining of the received signals at the terminal.

Thus SFN operation implies content synchronisation of all basestations transmitting an MBMS service within an MBMS deployment area to within the cyclic prefix length of a few microseconds, as seen by the UE receiver for the received MBMS basestations. In some scenarios, where a separate carrier is used for MBMS then a subset of sites within a geographic area with higher transmit power can be used for MBMS and then only this subset need to be synchronised

SFN reception is transparent to the terminal, however the increased synchronisation requirement should be taken into account in designing E-UTRAN.
Thus RAN3 to say the least has a couple of big issues to tackle:

1.
How to coordinate data streams coming from the core network so that they can be scheduled at the same time. This paper does not address this issue further.
2. 
How to get the Node Bs to have a common timing down to a small number of microseconds. 

It is also understood that RAN1 is at least looking at synchronization under other more general situations  to achieve the desired throughput goals,  thus it is possible in the future the following would have to be generalized outside of MBMS only operation. This paper assume MBMS only synchronization.

1.1
Past Experience

In R99/R4/R5 the 2 TDD modes had to address the same issues since TDD has a similar type of requirement of needing a tight synchronization of Node Bs (although it was needed for slightly different reason for TDD than is needed for LTE MBMS). The following discussion is based on the issues treated during the TDD Node B sync discussions in earlier releases.
2
Discussion

For MBMS in LTE RAN1 has stated that it is essential to have time coordinated Node Bs, since this is a similar requirement that TDD modes have in R99/R4/R5/R6 a good start to understand the issues would be to review the techniques standardized and/or available to achieve Node B synchronization. While examining the issues it would be necessary to take into account how much the landscape has changed in what the operators want to base their system timing upon. 
2.1
Standardized Requirements for Node B Synchronization in Earlier Releases
In 25.123 RAN 4 has standardized the requirement as follows:

7.2
Cell synchronization accuracy

7.2.1
Definition

Cell synchronization accuracy is defined as the maximum deviation in frame start times between any pair of cells on the same frequency that have overlapping coverage areas.

7.2.2
Minimum requirements

The cell synchronization accuracy shall be better than or equal to 3(s.

One open issue is that since this requirement is a fundamental one for TDD allowing for correct operation of the TDD system, and the LTE requirement is only for MBMS thus if a requirement like above is not followed, the MBMS service would be affected, but the overall system would be operational without degradation, thus the requirement will not be as strong.

One other thing to note is that the requirement is written to only mandate that cells that can cause interference with other cells have to be synchronized. Thus in situations where there is a TDD Pico cell to provide hot spot coverage, with no TDD neighbours the cells do not need to be synchronized. Similarly in this case cells that do not carry MBMS service, or as an example, cells in which the service is carried by a Macro cell with no MBMS neighbours does not need to be synchronized.
2.2
External Clock Sources

2.2.1
Use of GPS or other GNSS services
When TDD was standardized there was a desire to not standardize the actual external clock source when an external clock was used. In 25.402 GPS is shown as an example to drive the clock but nothing is mandated. Of course if it was mandated to use a GNSS service for synchronization RAN3 work would be much simpler, for example an imbedded GNSS chip would provide the necessary clock source (assuming that it has access to open sky or a way to take clock from an external GNSS device).
2.2.2
External Sync Port

In 25.402 a standardized interface is defined to take in an external clock source and the example is given on how to use GPS to power the clock although the clock source is not standardized, it could be something like GPS or another clock generation system, or you could just make one Node B the clock source for the overlapping cluster of cells. The text from 25.402:

6.1.2.1
TDD Node B Synchronisation Ports

This subclause defines the Node B input and an output synchronisation ports that can be used for Inter Node B Node Synchronisation. These synchronisation ports are optional.

The input synchronisation port (SYNC IN) allows the Node B to be synchronised to an external reference (e.g. GPS), while the output synchronisation port (SYNC OUT) allows the Node B to synchronise directly another Node B (see Figure 6).
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Figure 6: Usage of Synchronisation Ports

This allows connecting Node B's in a daisy chain configuration, so that a single external reference is enough and all remaining Node B's can be synchronised (e.g. in case of indoor operation).

The Node B starts the synchronisation to the external reference when a valid input synchronisation signal is detected at the input synchronisation port.

If a valid synchronisation signal is detected, the Node B regenerates that signal at its output synchronisation port.

The electrical characteristics of the synchronisation ports shall conform to RS422 [6] (output synchronisation port: subclause 4.1; input synchronisation port: subclause 4.2).

The synchronisation signal (illustrated in Figure 7a) is a 100 Hz signal having positive pulses of width between 5 (s and 1 ms, with the following exceptions:

-
when (SFN mod 256 = 0) and not (SFN mod 4096 = 0), the pulse shall have a width between 2 ms and 3 ms.

This signal establishes the 10 ms frame interval, the 2.56 s multiframe interval, and the 4096 frames SFN period. The start of all frames in the cell of the node B is defined by the falling edge of the pulse. The required accuracy for the phase difference between the start of the 10ms frame interval is defined in [15]. The time delay from the falling edge of the signal at the SYNC IN port to the start of the transmitted radio frame shall not exceed 500ns.

The start of the 256 frame period is defined by the falling edge of the pulse corresponding to the frames where SFN mod 256 =0 (i.e. of width between 2 ms and 3 ms, or between 4ms and 5 ms, respectively).

The start of the 4096 frame period is defined by the falling edge of the pulse corresponding to the frames where SFN mod 4096 = 0 (i.e. of width between 4 ms and 5 ms).

The synchronisation signal at the input port shall have frequency accuracy better than the one of the Node B.

The relative phase difference of the synchronisation signals at the input port of any Node B in the synchronised area shall not exceed 2.5 (s.
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Figure 7: Synchronisation signal with 256 frames markers (Release 99)
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Figure 7a: Synchronisation signal with 256 and 4096 frames markers (Release 4)

Synchronisation by a GPS receiver

The signal transmitted by a Global Positioning System (GPS) satellite indicates the GPS time that provides an absolute time reference. This makes the GPS receiver suitable for Inter Node B Node Synchronisation.

Inter Node B Node Synchronisation is achieved by relating the synchronisation signal (at the input synchronisation port) to the GPS signal. Since the period of this signal is 2.56 s, this implies that every 6400 frames the start of a 256 frame period coincides with an integer GPS second, i.e. a multiframe shall start when GPS time mod 64 = 0.

In general, at each start of a GPS second indicating the GPS time in seconds, the associated full SFN (the 12 bits value) can be derived as: SFN = (GPS time * 100) mod 4096. If the synchronisation port signal shall be derived from GPS, the special pulses for the 256 frames period and the 4096 frames period shall be present in the synch port signal when SFN mod 256 = 0 or SFN mod 4096 = 0, respectively, where the SFN in these equations is linked to the GPS time by the said equation.

2.2.3
Limitations of External Clock sources

The limitations of external clock sources are:

1. 
Access to open sky if using GNSS clock sources

2.
Extra Cabling if using an external synchronization port

3.
Node Bs are required to pass the clock from the central source to each cell it controls which might be a limitation in Node B design.
2.3
Use of Air Synchronization Methods

When air interface methods are used to provide measurements in the setting of clocks the one thing that measurements need to take into account is that the observed clock deviation includes not only the actual clock differences between the two sources but the distance between the measurer and the measured. The one thing to keep in mind that in a Pico cell deployment with a small distance between cells, the distance factor becomes almost 0 and in small enough cell radiuses can be ignored.
There are 2 methods that can be used to allow over the air measurements to set clocking:

1. 
UE measured time of arrival measurements between 2 neighbour cells.
2.
Measurements made between Node Bs, in R4 3.84 Mcps TDD uses scheduled bursts on the RACH timeslot with the neighbour cell(s) reading and reporting the time difference. In R5 1.28 Mcps TDD uses the sync channel in a similar manner. In TDD mode it is possible to reach the centre of the cells so that one node B can hear another because the non-involved interfering cells can be idled for that timeslot. Both modes include procedures that allow for initial synchronization, steady state phase, plus the support for late entrants.
2.4
Summary
There are various methods possibly in the tool box to achieve synchronization of all of the necessary cells as per the layer 1 requirements. These include:

1. 
GNSS clocking

2.
External Synchronization ports

3.
UE measurements

4.
Node B to Node B measurements

RAN3 of course needs inputs from the operators and from RAN1 and/or RAN4 to determine which of these tools need to be standardized and to what extent.
4
Proposal
1. Try to determine what in section 2, if anything, should be captured in a TR
2. If any text proposals are seen to be necessary for the technical report InterDigital will gladly volunteer to generate the text proposal.
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