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1 Introduction 

A Single Frequency Network (SFN) must allocate the same radio resources to the active MBMS sessions operating in multi-cell transmission mode. As mentioned in [1], the resource allocation can be done by pre-configuration or dynamically at the time a new session starts.

This contribution discusses both types of resources allocation mechanisms.

2 Discussion 

In the current definition of the E-UTRAN, the RRM functions are located in the eNodeB. As proposed in [1], some inter-cell RRM functions (e.g. RAC, RBC and PSC for MBMS sessions operating in multi-cell transmission mode) could be located in a MBMS controlling entity. Because each eNodeB may be associated with several MBMS controlling entities (e.g. for network sharing, load balancing or flexibility purposes), different MBMS controlling entities may take competing decision when performing RAC, RBC or PSC functions if no further RRM coordination is done somewhere in the network. A radio resource reservation is then needed to avoid any contention situation.

If the reserved resources can also be used for unicast transactions (or for MBMS sessions operating in single-cell transmission mode) when no data are available for the MBMS sessions operating in multi-cell transmission mode, one can consider having radio resources reserved per MBMS session. Else, the network should try to avoid wasting radio resources and reserve in each cell a common pool of radio resources per MBMS controlling entity. Each MBMS entity is responsible for multiplexing all the MBMS session data flows it handles within its common pool. The latter alternative is considered here. This common pool of reserved radio resources may differ between eNodeBs as eNodeBs that belong to a same SFN area may serve different sets of MBMS areas and services, i.e. different MBMS sessions.

Two solutions may be distinguished for MBMS radio resource reservation:

· The dynamic MBMS radio resource reservation.

In this solution, the MBMS resource reservation is performed when a new MBMS session is established. The coordinated RRM proposal, described in [2], can provide the inter-RRM signalling allowing the negotiation of the dynamic MBMS radio resource reservation.

· The pre-configured MBMS radio resource reservation.

In this solution, each cell is O&M configured at cell setup (and possibly reconfigured later), with distinct pools of MBMS SFN radio resources: One pool per MBMS controlling entity associated with the eNodeB and controlling radio resources in that cell. Each pool is shared between the MBMS multi-cell sessions controlled by the MBMS controlling entity. 

These two solutions are detailed in the following subsections.

2.1 Dynamic MBMS radio resource reservation

Among the different inter-RRM signalling mechanisms defined in [2], the one-to-many and many-to-many multicast capacities are particularly suitable for the dynamic reservation of radio resources for MBMS multi-cell transmission mode in mixed cells.

At cell setup or during cell reconfiguration, each Synchronized cell is associated with a number of MBMS areas, the addresses of the eNodeBs that also control cells within these MBMS areas, and a mapping between specific sets of radio resources and MBMS QoS profiles supported in the cell.

At MBMS session establishment, the inter-RRM signalling determines, based on the QoS profile of the new and ongoing MBMS sessions, if a new set of radio resources needs to be added to the current pool of MBMS radio resources in each Synchronized cell of the MBMS area(s), and selects the appropriate one to be added among the pre-configured sets of radio resources. 

2.1.1 One-to-many multicast capability

In this option, one of the distributed RRM entity is acting as a centralized RRM entity and makes the radio resource reservation decision, based on the information retrieved from all the other RRM entities that control radio resources in multi-cell transmission mode in the MBMS area.

Figure 1 gives an example of the one-to-many multicast inter-RRM signalling.  
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Fig 1: One-to-many multicast capability

Any eNodeB receives an MBMS session establishment request would trigger the inter-RRM coordination protocol.  

The originated eNodeB sends the MBMS radio resource reservation request containing its preferred choice that depends on its pre-configured options and the QoS profiles of the new and ongoing sessions handled in the master cell. The request is sent to a cluster defined by all the eNodeBs controlling Synchronized cells within the MBMS areas associated to the new session.

If any eNodeB cannot agree on the selected set of radio resources, it sends the “Alternative radio resources sets with ranking and reasoning of each set” to all eNodeBs in the cluster with the negative acknowledgement. After having received all NACKs with alternative options from any RRM, every RRM performs “conflict resolution” by providing the list of possible scheduling profiles with ranking and reasoning.  

The conflict resolution is sent back to the originated eNodeB from all eNodeBs.  The originated eNodeB will sorting the resolution and reach the final decision sent to all eNodeBs.

2.1.2 Many-to-many multicast capacity

In this option, the centralized RRM entity is distributed in every RRM entity and makes the radio resource reservation decision, based on the information retrieved from all the other RRM entities that control radio resources in multi-cell transmission mode in the MBMS area. The decision algorithm being the same in all RRM entities, the decision is the same whatever the eNodeB vendor. 

Figure 2 gives an example of the many-to-many multicast inter-RRM signalling.  
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 Fig 2: Many-to-many multicast capability

Each eNodeB sends the MBMS radio resource reservation indication containing its preferred options (with ranking and reasoning) that depend on its pre-configured options and the QoS profiles of the new and ongoing MBMS sessions handled in its controlled Synchronized cell(s). The indication is sent to a cluster defined by all the eNodeBs controlling Synchronized cells within the MBMS areas associated to the new session.

After having received all the indications with the proposed options from any RRM, every RRM performs a “conflict resolution” algorithm. The decision algorithm must be the same in all the RRM entities and independent from the proprietary RRM algorithms in a multi vendor environment. 

The conflict resolution being the same in the distributed RRM entities, it can be applied without further inter-RMM signalling exchange.

2.2 Pre-configured MBMS radio resource reservation

No negotiation is needed in this case. Each MBMS controlling entity and its associated eNodeB must be configured with the same pool of reserved resources. 

2.3 Comparison

The pre-configured MBMS radio resource reservation is well adapted to “permanent” sessions requesting constant bit rate, or when the statistical multiplexing of a large number of MBMS services can be performed. It may also be preferred with configuration based on centralized or semi-static RRM functions. If there is no possibility to use the reserved resources for unicast services, this solution makes an inefficient use of the radio resources because radio resources are wasted when no or few sessions are active.

The MBMS radio resource involving dynamic inter-RRM communication reservation makes a more efficient use of the radio resources. The duration of the negotiation process may depend on the number of eNodeBs involved in the negotiation, i.e. on the SFN area served by one MBMS controlling entity and the level of pre-configuration that is used. 

The simultaneous use of both solutions may be considered, depending on the MBMS services.

3 Concluding Remarks

The contribution looked at some the fundamental mechanisms for radio resource reservation for E-MBMS. Coordination of the radio resource reservation strategies among all eNodeBs in the SFN area in order to achieve the macro diversity combining for E-MBMS was discussed. The E-MBMS service specific resource reservation strategies using RRM communication protocol was discussed. The choice of the mechanism depends on the RRM policy and the nature of the E-MBMS service. 
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